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1. Introduction

“Consumer data will be the biggest differentiator in the next two or three years. Whoever unlocks the reams of data and uses it strategically will win.” – Angela Ahrendts, Senior Vice President of retail at Apple

“Information is the oil of the 21st century, and analytics is the combustion engine” – Peter Sondergaard, Senior Vice President at Gartner Research

“Hiding within those mounds of data is knowledge that could change the life of a patient, or change the world” – Atul Butte, professor at University of California

“As business leaders, we need to understand that the lack of data is not the issue. Most businesses have more than enough data to use constructively; we just don’t know how to use it. The reality is that most businesses are already data rich, but insight poor.” – Bernard Marr, bestselling Big Data author and guru

“Big Data is at the foundation of all of the megatrends that are happening today, from social to mobile to cloud to gaming.” – Chris Lynch, renowned published writer

Above quotations show the relevance of Big Data and the need for a clear definition, framework or demarcation. Big Data nowadays is ubiquitous (Assunção, Calheiros, Bianchi, Netto, & Buyya, 2014; Bughin, 2016). In combination with Operations Research, great opportunities can be captured. Operations Research has had an enormous impact on organizations and the corporate world in the last 70 years (Poppelaars, 2013; Ranyard, Fildes, & Hu, 2015). Recent developments of new algorithms, informatics and data management have recently created an environment wherein the domain of Operations Research/Management Sciences (OR/MS) will have even a bigger impact. By combining predictive analytics, like data mining and statistics, with prescriptive analytics like optimization methods, one is capable to develop all kinds of new applications inside an organization (Mazzocchi, 2015). Ergo, taking qualitative decisions is not solely the result of data analysis. An efficient Decision Support System (DSS) is indispensable. A decision is supported by (big) data, objectives, decision criteria and a decision-supporting model that gives insight all various alternatives and restrictions of the problem.

Loads of data surround us with or without our knowledge. Since the digitalization in business processes, a majority of companies and governments all around the world are exposed to large amounts of data, without knowing how to handle them correctly (Meyer, McGuire, Masri, & Shaikh, 2013). In scientific literature, there is no extensive overview of the most prominent current trends and applications of Operations Research domains that make use of Big Data. Numerous published articles each describe an in-depth analysis of one particular application inside a certain business domain. Now and then, an article
tries to outline an overview of some trends within a business domain, but the scope is almost always very narrow. Recently, there has been a call by Elsevier to gather articles with a subject regarding “Emerging trends, issues and challenges in Internet of Things, Big Data and Cloud Computing”¹. Clearly, there is a high need for an extensive overview of application and trends of Big Data, preferably concretized in Operations Research domains. This is where this master’s dissertation comes in.

After this introduction, some important and highly relevant concepts will be explained in section 2. In section 2.1 and 2.2, Big Data Analytics and Operations Research are shortly delineated separately at first and then together as well in section 2.3. During the last few years, rapid changes have highly influenced the development of both domains. Therefore, the evolution towards a more and more integrated approach of both business domains is depicted as the origin of this closer approach is key. After this introductory concept overview, the research objectives are defined in section 3. The main objective of this dissertation is to give a comprehensive overview of the most prominent trends and applications in several OR related business domains. This section will emphasize the importance of this objective. After this, the methodology is described in section 4.

Section 2 already attempts to prove the importance and the call for a concise and integral overview of these trends and applications, via the considered concepts. This objective is elaborated in the body of the text, namely section 5, along with the research opportunities and threats of these ongoing trends. Several important business domains are scrutinized and a clear overview of the most prominent trends and applications is given. In section 5.1 we dive into the use of Big Data Analytics in the marketing area. With its wide application field and abundance of data from all kinds of sources, it is self-evident that Big Data Analytics can create value for marketing when it comes to customer approach. After this, the prominent applications of Big Data in healthcare are discussed in section 5.2. The rise of Big Data Analytics is of vital importance in the healthcare environment, as it can save lives when implemented or applied correctly. In this area, applications have a wide application, going from patient monitoring, to personnel scheduling and even fraud detection. Section 5.3 then delineates the use of Big Data Analytics in operations and supply chain management (O/SCM). As this is also a very large and very diverse area, many applications of Big Data are possible. We tried to focus on the most prominent applications and provided use cases accordingly. In section 5.4, we also take a look at the public services and how they already benefit from integrating Big Data Analytics in their daily operations. Exuberant volumes of data are in the possession of public authorities, but they often stay unused. This potential goldmine can be broached by the rise of Big Data Analytics and the further adoption in public services. Of course, not all that glitters is gold, so at

the end of the body some major concerns and threats are outlined and brought in perspective, in section 6. Concerns related to privacy, security and ethics are extensively addressed as these will be the main challenges in the future. They will determine which direction Big Data Analytics will take in OR. Challenges related to technology, data characteristics and the nature of OR are also briefly delineated. This dissertation ends with a concise summary of the research, indicates what the contribution is to the scientific community and what the limitations are of this research.
2. Concepts

In this section, we will explain a few concepts that are crucial in order to fully capture the essence of this dissertation. In section 2.1, the differences and similarities of Big Data and Analytics are explained, resulting in a clear explanation of Big Data Analytics in general. Then, in section 2.2, Operations Research is shortly delineated, focusing on the essential components that made OR to the extensive research domain it is today. After these 2 sections, Big Data Analytics in Operations Research is discussed in section 2.3, since this interrelatedness is the breeding ground for all applications discussed in section 5, later on in the text. Here, we’ll explain how these former different domains have grown towards each other and how they can benefit both from an integrated approach. The methodology of how Big Data is used in Operations Research is described as well, as this is essential in order to understand how these two domains can create a synergy towards better results. Section 2.4 gives a deeper understanding of how decisions are finalized after the business model is made and analyzed with data. A well-structured and up-to-date decision support system is indispensable for every organization in the 21st century, as this section will prove. But first things first, the driver of all this: Big Data Analytics.

2.1 Big Data Analytics

2.1.1 Big Data

Big Data and Big Data Analytics are two very similar yet different things. Big Data is a concept that does ring a bell with many professionals nowadays and strongly gains popularity and adoption (Hashem et al., 2015; Konstantinova, 2014). It is often defined on the basis of the 3V-model, as figure 1 shows (Fogelman-Soulié & Lu, 2016; Franková, Drahosova, & Balco, 2016). The continuously growing amount of data (Volume) which are not only present on the internet, but also internally generated by companies and individuals, appear in all kinds of different formats (Variety) and are generated and stored more rapidly (Velocity). The volume of data has grown from terabytes ($10^{18}$ bytes) of information towards zettabytes ($10^{21}$ bytes). A once very structured dataset has now become a combination of structured and unstructured data in all kinds of formats and the velocity of data exposure, data acquisition and data processing has gone from batching towards streaming. In se, the amount, speed and diversity of data define the concept Big Data, but there are other factors that must be considered. According to Katal, Wazid, and Goudar (2013), there is a certain variability (not the same as variety) present in the data and in the quality of them. Several sources may contradict each other and this enhances the complexity of analyses. Some sources are more reliable than others and this encompasses a great danger. A strict analysis therefore imposes itself before taking any conclusions from the self-evident sources.
The continuously evolving data have a great impact on companies and their way of doing business. The mass of available and often unstructured data has a priceless value, provided that it is processed and analyzed correctly, after which decision makers can elaborate appropriate business actions. Here, a first problem comes into the picture. Nowadays, many companies collect lots of data, but they are struggling to process them correctly, let alone that they can analyze them correctly or to connect the right business actions to it (Desouza, 2014; Vidgen, Shaw, & Grant, 2017). This brings us to the three defining aspects of Big Data: volume, variety and velocity.

Volume
If we first dive into the concept of volume, it is safe to say that the amount of data generated each day has grown astonishingly hard (Gantz & Reinsel, 2012; Chen, Chiang, & Storey, 2012; Bello-Orgaz, Jung, & Camacho, 2015). Until 2003, 5 exabytes of data in total were created worldwide. In 2012, the total amount of data ever generated had expanded to 2.72 zettabytes. It is predicted to double every two years now the expansion is in its full growth stage – following Moore’s law – after which the growth will decline to a rate of 2.3 times the original, reaching a staggering amount of 180 zettabytes of data by 2025, according the IDC (Press, 2016). This increase in volume of data is also reflected in the financial growth expectations of companies dealing with Big Data and business analytics software. Gartner (2016) predicts that Big Data and business analytics worldwide revenues will grow from nearly $122 billion in 2015 to more than $187 billion by 2019, an increase of more than 50% over a five-year period (Columbus, 2016). Along with the growth of produced data come new technologies to cope with these data and to translate correlations, relations and associations into business insights. These are the basis for concrete business actions and
that's what it's all about. The term ‘big’ in Big Data is not per se defined as a minimum volume size a dataset needs to meet. It is big in all its facets. The data are numerous, the technological options to handle them cannot be counted on one hand, open sources have immeasurable reaches… Big Data is more than just a large amount of data gathered somewhere.

**Variety**

The second V of the 3V-model corresponds to the diverse representations and appearances of data: **variety.** Data are generated in many different ways and are stored accordingly. To address these different forms and representations of data, a strong computational and comprehensive technology is required, which makes the data Big Data. Data do not have a fixed structure and are often not structurally ordered nor are they ready for processing (O'Reilly Media, 2015). Data formats range from highly structured (relational database data), over semi-structured (social media data, sensor data, email, web logs…) to unstructured (video, still images, clicks, audio…). Variability is often seen as an extension of the second V, to emphasize on the semantics, or the variability of meaning in language and communication protocols (Emani, Cullot, & Nicolle, 2015).

**Velocity**

The V that makes the 3V-model complete is **velocity.** It goes without saying that this is an essential part of Big Data as well, since time is money in the business world. Data is produced real time and needs to be processed as fast as possible in order to be competitive sometimes. Hence, it is not only the velocity of the incoming data that is important, but the speed of the feedback loop as well. The time from data instream towards decision needs to be small. Preferably as small as possible, but hasty decisions are odious as well.

2.1.2 Analytics

If we broaden our scope from Big Data towards **Big Data Analytics**, the main difference is the analytical part of doing business. Big Data is mainly used to analyze insights which can lead to certain strategic business moves and better decisions. Big Data Analytics is one step further. It involves automating insights into a certain dataset as well as it supposes the usage of queries and data aggregation procedures (Monnappa, 2016).

**Four key drivers**

According to Liberatore and Luo (2010), Big Data Analytics has **four key drivers**, as depicted on **figure 2** (Liberatore & Luo, 2010). These four drivers each have a strong independent effect on the outcome of the
analysis, but when taken into account together and through their interactions, they are a powerful force leading to the growth on the analytic organization.

The data aspect is self-evident and is already depicted in the paragraphs above, as this is the handhold between Big Data and Analytics. The people that are needed to bring analytics to a good end need to be highly technology-minded and need a strong analytical mindset in order to cope with all the data. They need to automate getting insights out of the data via a certain software. There are many simple statistical and optimization tools out there, but in order to be doing some “real” Big Data Analytics, a more advanced software package is often needed. The fourth key driver emphasizes the need for a process orientation to better understand the tasks that comprise the firms’ businesses. This process orientation has to align the analysis tasks with the corporate objectives. This is important to make progress and not continuously being stuck in the same endless cycle of executing irrelevant tasks. By keeping an eye on the objectives, the three E’s can be realized: Efficiency, Effectiveness and Economy.

![Figure 2: Four Key Drivers of Big Data Analytics](image)

**Descriptive, Predictive & Prescriptive Analytics**

The application of analytics can be divided into three main categories, namely descriptive, predictive and prescriptive analytics. **Descriptive analytics** involves using advanced techniques to locate relevant data and identify remarkable patterns in order to better describe and understand what is going on with the subjects in the dataset and hence in real-life. Data mining, the computational process of discovering patterns in large datasets involving methods at the intersection of artificial intelligence, machine learning, statistics and database systems, is accommodated in this category (Sumathi & Sivanandam, 2006). A descriptive model thus describes what has happened, but a description on its own is never enough for
decision makers (Barceló, 2015). Descriptive models can give a clear explanation why things behaved the way they do and why certain events occurred, but all this already is past perfect. Companies can watch back to the past and see what happened, maybe even what is the cause, but what is important is the future and how they should behave in the future. This calls for predictive models. **Predictive analytics** is most often seen as a subset of data science (Waller & Fawcett, 2013; Hazen, Boone, Ezell, & Jones-Farmer, 2014). Liu and Yang (2017) formalize how a predictive OR model is made self-organizing via Big Data. It makes use of data, statistical algorithms and various machine learning techniques to identify the likelihood of future outcomes based on historical data (Bose, 2009). The built model thus predicts (hence the name) what is likely to happen, based on the available data. Therefore, a rich and extensive dataset is key. The amount of data available is not the problem, the richness of the data however is often questionable. This is most certainly required when people want to perform **prescriptive analytics**. When executed right, this application of mathematical and computational algorithms enables decision-makers to not only look into the future of their own processes and opportunities, but it even presents the best course of action to take to gain advantage of the foresight, based on the data. The requirements for an accurate and reliable prescriptive analytics outcome are hybrid data, integrated predictions and prescriptions, taking into account side effects, adaptive algorithms and a clear feedback mechanism (Basu, 2013). The ultimate example of a prescriptive model is the decision support system (see section 2.4 Decision Support System). Figure 3 displays the three stages in terms of value/intelligence and difficulty (Gartner, 2015).

![Figure 3: The Three Phases of Analytics](image)

The relatively new field of analytics matures and gravitates from a primary focus on the statistical and econometric models of descriptive and predictive analytics to prescriptive analytics, with its focus on Operations Research and Management Science (OR/MS) optimization models and decision support systems (Levasseur R. E., 2015).
2.1.3 Big Data Analytics

Big Data Analytics thus is more than just the ubiquity of data. It is the combination of the volume, variety and velocity of data and the three separate phases or approaches that makes people say Big Data Analytics. Other authors mainly focus on three other V’s, namely Value, Veracity and Visualization (Hitzler & Janowicz, 2013; Gandomi & Haider, 2015). Liberatore and Luo (2010) say data analytics is a process of transforming data into actions through analysis and insights in the context of organizational decision making and problem solving. This gives a clear and concise idea to conclude with Big Data Analytics, as you can see on figure 4 (Liberatore & Luo, 2010). The final action is the most important and distinctive decision for managers, but without a rich dataset and a huge variety and volume of data, operational actions are limited or less-informed.

The richness of the dataset is determined by the collection, extraction and manipulation of data. Proficient data scientists need to do this job neatly, as this determines how strong the subsequent analysis can be. This analysis exists of three phases. Primarily, data are visualized and analyzed using charts, dashboards and interactive tables as this can be understood by more people and tends to show more than plain numbers. According to Shneiderman (2014), more people are able to see the big picture when there is a clear data visualization. Secondly, the predictive model tries to estimate trends, relationships and classifications based on the data input. Finally, an optimization model seeks to find the optimal solution, subject to a set of assumptions and constraints. This analysis makes sure that clear insights can come to light. During the insight phase, managers have to think about the past, the current situation and the future. Based on all the foregoing, specific actions need to be taken. These actions range from operational decisions to process changes all the way up to strategic formulations.

Although there is some indisputable evidence of the beneficial impact of Big Data Analytics on the decision-making process (see section 2.4 Decision Support System), some authors (Barton & Court, 2012;
Waller & Fawcett, 2013) say Big Data (Analytics) is simply the next buzzword of the day, nothing more. This is somewhat understandable given the rapidly evolving definition of the concept (Gandomi & Haider, 2015) and the fact that there exist a lot of different definitions. People tend to misuse the whole concept of Big Data and try to flow on its popularity. In 2013, the National Science Federation had a call for proposals on Big Data definitions (McLay, 2013). Their summary of a concise definition is the following:

“Big Data refers to large, diverse, complex, longitudinal, and/or distributed data sets generated from instruments, sensors, Internet transactions, email, video, click streams, and/or all other digital sources available today and in the future.”


“data too large and complex to capture, process and analyze using current computing infrastructure. It is defined by five V’s, Volume, Velocity, Variety, Veracity and Value.”

Despite that most definitions focus mainly on the data characteristics alone and how they are acquired, it strongly implies the importance of the data, as every great action is built on great data. But data without a correct model or analysis are just plain data, a silent gold mine that doesn’t say anything. Therefore, the analysis is a very important phase and needs to be executed with the organizational objectives in mind. How to build a correct model in order to analyze the data correctly, is explained in the following section.
2.2 Operations Research

Operations Research (OR) in general is not the main focus of this research paper, so this section will rather give a short definition and demarcation of this discipline. Hence, the reader gets a better insight of how Operations Research is approached in the remainder of the text. Where needed, additional sources are denoted for the interested reader.

Operations Research involves, as the name implies, research on operations. Thus, it is applied to problems that concern how to conduct and coordinate the activities (i.e. the operations) of an organization (Hillier & Lieberman, 2015). There is a wide application area of Operations Research. To name a few industries where OR is extensively used: marketing, healthcare, operations and supply chain management, public services, financial services, energy sector, environmental sector etc. This list can be as long as you want, but the first four business domains will be further elaborated in section 5. Application & Trends. According to some authors (Du, Hu, & Song, 2016; Konrad, Trapp, Palmbach, & Blom, 2017; Song, Fisher, Wang, & Cui, 2016), Big Data Analytics even has applications in nearly every field a business manager can think of.

As it is still a research domain, OR utilizes an approach very similar to the way research is conducted in established scientific fields. This process start almost every time by carefully observing and formulating the problem, including gathering all relevant data. This is the first indication that Operations Research and Big Data Analytics are closely related and should be attuned to each other. Next to this, the researcher needs to construct a scientific model that attempts to abstract the essence of the problem. It is implied in and by the model that the conclusions obtained from the model are also valid for the real (business) problem. After the model is developed, suitable experiments can be conducted to test these hypotheses and to validate the model. The tested hypothesis is then withheld or refuted and based on the findings of the experiment, a conclusion can be drawn. Figure 5 depicts this described OR process (Forgione, 1990).

![Figure 5: Operations Research Process](image)
OR in general is however more than what is just described. It is namely also concerned with the practical management of the organization. Therefore, OR must provide understandable and interpretable conclusions specifically for the decision makers, who make the final call. Mathematical modeling to analyze complex situations and to make more effective decisions is one of the most popular techniques used in (operations) research. Operations Research is often referred to as Management Science or Decision Science and is then denoted OR/MS. This seems rather trivial, but this extension shows that there is more than research. In the remainder of this dissertation, OR is used to refer to OR/MS. According to the website of INFORMS², Management Science is occupied with a number of distinct areas of study including developing and applying models and concepts that may prove useful in helping to illuminate management issues and solve complex problems. It can be executed on three levels:

1) A fundamental level that lies in three mathematical disciplines: dynamic systems, optimization and probability theory
2) A modeling level that builds models, gathers data and analyzes them mathematically
3) An application level that has strong aspirations to make a practical impact in the real world

The extension of OR towards OR/MS is important when we go to section 2.3 as the integration of Big Data Analytics in Operations Research makes it more and more a management science where decisions have to be made and insights have to be brought to light.

² https://www.informs.org/About-INFORMS/What-is-Operations-Research
2.3 Big Data Analytics in Operations Research

The importance of incorporating analytics into managerial decision making is going up each year. Business analytics has become a great buzz in the operational practice world since Thomas H. Davenport published a series of books and articles from 2006 onwards (Davenport, 2006; Davenport & Harris, 2007; Davenport, Harris, & Morison, 2010). As the amount of data keeps growing exponentially, it is expected that analytics will become more and more important and decisive in the OR approach over time (Choi, Chan, & Yue, 2017; Hillier & Lieberman, 2015). According to Hillier and Lieberman (2015), analytics fully recognizes that we have entered into the era of Big Data, where massive amounts of data now are commonly available to many organizations and businesses to help guide managerial decision making. The primary focus of analytics should be on how to make the most effective use of all the available data, preferably in an efficient way. In a report of the OECD (2013), an annual growth rate between 40 and 60% is even found to be an accurate estimate of the growth of Big Data creation.

2.3.1 Towards a Comprehensive Domain

During the last few years, the disciplines of analytics and Operations Research have been increasingly connected to one another (Brown, et al., 2011). The roots of both areas are quite different, as described in the previous sections, but there are many main elements they have in common. The fact that both domains work with quantitative and most often mathematical models in order to solve real-world business problems is maybe the most visible similarity. People who work in one of both fields regularly have the same background (applied mathematics, industrial engineering, computer science…) or the same interests, so this interwovenness was one of the causes of the growing joint approach. More often than not, the required skills for applicants in both business domains are quite equivalent (Liberatore & Luo, 2010). A grasp of the most recurring skills is: analytical, critical, communicative, problem-solving, math, statistics, computer science… (Marr, 2014). In section 2.3.2, we dive into these skills and background of OR and Big Data experts.

If we take a look at the web-based search words, it can be easily seen on figure 6 that the popularity and searches for Big Data (Analytics) are strongly rising, whereas Operations Research and OR/MS are declining over a period of 13 years (via Google Trends, March 2004 - March 2017). The search peak is depicted on the figures as 100 on the y-axis and every other period in time is measured against this peak, resulting in the following figure:
What we can conclude from these figures is not that the interest in Operations Research has declined, but that the approach towards Operations Research has changed. A reasonable explanation is that Operations Research and Big Data (Analytics) have become more and more intertwined such that the published and scientific articles about Big Data Analytics relate to the Operations Research business domains. If we look at the relative numbers, we get the following figure (via Google Trends, March 2017):

As a field devoted to informed decision-making via advanced modeling (List, 2012), statistical techniques and optimization, it would seem that the practice of Big Data Analytics would fall entirely in the field of Operations Research (Hazen, Skipper, Boone, & Hill, 2016). While OR is not entirely synonymous with (big) data analytics, the work is inherently analytical and to a large extent comparable. According to several authors (Barton & Court, 2012; McAfee & Brynjolfsson, 2012; Waller & Fawcett, 2013), Big Data Analytics and data-driven decisions will even continue to play a big role in OR and that it will be even more powerful
than traditional analytics approaches (cfr. data warehouses\(^3\) and spreadsheets). While it may seem a fairly sudden occurrence on the graph, continued innovation of Big Data Analytics in multiple forms has been developing for decades (Acito & Khatri, 2014). The main reason is that data analytics now really has become ‘big’, changing the nature of how data analytics is performed. Professionals in the fields of Big Data Analytics and Operations Research are slowly becoming aware of one another and their synergy is becoming more manifest (List, 2012). Experts in the two intersecting fields use analogous math modeling and related tools that handle data with advanced software and the flourishing computing power of today’s hardware. The aforementioned stages of descriptive, predictive and prescriptive analytics (section 2.1.2 Analytics) resonate more and more among Operations Researchers (Haze, Skipper, Boone, & Hill, 2016; Poppelaars, 2011).

2.3.2 Skills

Many studies have investigated the skills employers expect young graduates to have when beginning their career in Operations Research (Sodhi & Son, 2008; Sodhi & Son, 2010). A healthy mix of both technical and soft skills are often in high demand. Employers consistently require modeling, statistics, programming and general analytics skills in an operations management context as their primary requirements. Some less important, though not irrelevant skills, such as communication, leadership, project management, spreadsheet, database, and team skills are often required as well. Many of these skills can be found as requirements for a job in pure data analytics as well. However, to better participate in the Big Data Analytics revolution, OR practitioners need to ameliorate their data management and analysis skills (Liberatore & Luo, 2013). The affiliation with business-oriented skills in process and change management need to be enhanced as well. Required skills for jobs in Big Data Analytics depend on which function the advertisement is trying to fill. Liberatore and Luo (2013) investigated the required skills for three main roles on a large scale: research analysts, application analysts and user analysts. The skills were compared to those required for OR jobs, resulting in the following table (Liberatore & Luo, 2013):

<table>
<thead>
<tr>
<th>Variable</th>
<th>Analytics</th>
<th>OR</th>
<th>Relative Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Rank</td>
<td>Mean</td>
</tr>
<tr>
<td>Data presentation</td>
<td>4.62</td>
<td>1</td>
<td>4.03</td>
</tr>
<tr>
<td>Communication</td>
<td>4.44</td>
<td>2</td>
<td>4.14</td>
</tr>
<tr>
<td>Business Knowledge</td>
<td>4.44</td>
<td>2</td>
<td>4.08</td>
</tr>
<tr>
<td>Problem Recognition</td>
<td>4.41</td>
<td>4</td>
<td>4.62</td>
</tr>
<tr>
<td>Problem Formulation</td>
<td>4.25</td>
<td>5</td>
<td>4.82</td>
</tr>
</tbody>
</table>

\(^3\) http://searchsqlserver.techtarget.com/definition/data-warehouse
<table>
<thead>
<tr>
<th>Metrics-KPI Determination</th>
<th>4.17</th>
<th>6</th>
<th>3.69</th>
<th>9</th>
<th>+ Analytics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpersonal</td>
<td>4.11</td>
<td>7</td>
<td>3.83</td>
<td>6</td>
<td>+ Analytics</td>
</tr>
<tr>
<td>Persuasion</td>
<td>4.02</td>
<td>8</td>
<td>3.80</td>
<td>8</td>
<td>+ Analytics</td>
</tr>
<tr>
<td>Project Management</td>
<td>3.96</td>
<td>9</td>
<td>3.83</td>
<td>6</td>
<td>+ Analytics</td>
</tr>
<tr>
<td>Change Management</td>
<td>3.71</td>
<td>10</td>
<td>3.44</td>
<td>10</td>
<td>+ Analytics</td>
</tr>
</tbody>
</table>

*Table 1: Required Skills Analytics versus Operations Research*

We can conclude from this table that the skills required in purely analytics and OR jobs are quite similar, but with a slightly different focus. As mentioned before, this focus will shift more and more towards each other, resulting in more and more congenial job descriptions and skill requirements because jobs will become more of a mix between OR and analytics as well (Mitchell-Guthrie, 2015) - although some authors see analytics as a threat for Operations Research. These skills are of course needed to integrate a (big) data approach into an Operations Research domain. This brings us to the following section, namely the methodology of how to incorporate Big Data in Operations Research.

2.3.3 OR Methodology

In both Operations Research and Big Data Analytics, a unique and systematic methodology is followed to gain knowledge of a certain process or situation. We already sketched both approaches separately in section 2.1 and 2.2, but when combined, a whole new methodology finds its origin. Best practices of both approaches are combined in order to create a synergy between (Big) Data Analytics and Operations Research. Their complementarity ensures an integrated approach, a new way of doing business.

According to Chand (n.d) and Rajgopal (2004), OR follows in general the next six steps:

1) Formulating the problem
2) Constructing a model to represent the system under study
3) Deriving solution from the model
4) Testing the model and the derived solution
5) Establishing control over the solution
6) Implementation of the solution

Now, when Big Data Analytics comes into play, this interferes with the above six steps. Once the problem is formulated (step 1), a business analysis is performed in order to create an as-is design. This corresponds to a descriptive analysis in the analytics movement and is also closely related to the second step of the OR methodology. To derive an optimal solution from the model (step 3), huge amounts of data are introduced in the model. Here, Big Data ensures a far more extensive search for the optimal solution. When performing sensitivity analysis (step 4), working with a Big Data infrastructure makes sure that the model
can be analyzed way faster and more parameters can be investigated simultaneously. After the implementation phase, the model should be monitored continuously. Between every step, there needs to be an open feedback loop, in order to optimally profit from the synergy. Figure 8 depicts the different steps of this classical OR methodology, from the point of view of Rajgopal (2004). The six steps described above are similar to these.

![Classical OR Methodology Diagram](image)

**Figure 8: Classical Operations Research Methodology**

The classical OR methodology starts with an orientation of the environment and what/where the problem is (at which stage). This results in a problem definition. This definition needs to be very clear, as this is the basis of future research. A wrong or poorly defined problem causes many issues in a further stage and can be quite costly. Based on this problem definition, the right data are collected. Hence, the problem can be implemented in a model that can be objectively analyzed by the data input. Most of the academic emphasis has been on steps 4, 5 and 6, but the reader should bear in mind that the precedent steps are equally important for a practical execution. After the data collection, the model formulation takes place. This is usually the longest phase, as the model is a representation of the system and how it works. There are very different categories of models available, such that each problem can be translated into a model. Once the correct model is implemented, modelers can come to a solution by inputting the data. This solution needs to be validated and a comprehensive analysis of the output needs to be made. This (sensitivity) analysis often says more than a plane solution. The robustness of the model needs to be
verified as well. A final phase consists of the implementation of the final recommendation made by the model. Of course, this solution needs to be controlled and monitored.

When walking through the different phases from orientation to implementation, Big Data adds value to the OR model. Figure 9 depicts this Big Data value chain (CBPL: Commissie voor de bescherming van de persoonlijke levenssfeer, 2016). Data on their own have not much value, as value only arises through the process of collection, preparation and storage, analysis and the usage of these results. Only then will Big Data have economic value. The Big Data value chain is continuously kept in mind while advancing to the next stage in the OR methodology. Hence, the usage of data is optimally integrated into the OR methodology and true value can be created along the Big Data value chain and the OR methodology.

![Figure 9: Big Data Value Chain](image)

After the model is implemented and monitored, decisions can be made according to the output and the sensitivity analysis. Section 2.4 further elaborates on this topic, giving more information of the decision support system. That is the final step before taking concrete actions and trying to gain business advantages. But first, we would like to give a small insight in the existing Big Data Analytics infrastructure.

2.3.4 Infrastructure

Even for the more experienced practitioner of Big Data Analytics, it can be a burden on how to choose the correct tool for his/her projects, let alone for a company on how to choose a complete infrastructure that fully supports the Big Data integration in the daily business of the company (Demchenko, Grosso, & de Laat, 2013). The irony is that the volume and variety of possible technologies is in se inherent to Big Data itself (see section 2.1.1 Big Data). Figure 10 gives an overview of the Big Data Analytics landscape as an illustration of the complexity of choice anno 2016 (Simoudis, 2016).
On this figure, you can see there are many possibilities that each support a certain part of Big Data Analytics. In order to integrate many of these applications and software, certain providers have created a platform whereon you can perform these activities using tools. Amazon Web Services\(^4\), Microsoft Azure\(^5\), Google Cloud Platform\(^6\) and IBM Cloud\(^7\) are the biggest cloud providers that enable Big Data (Analytics) tools and software to be used on a large scale by other companies (Panettieri, 2017). More information is available on the adjoined websites.

The aim of this dissertation is to focus on the applications of Big Data Analytics applied in OR domains. As such, we will not dive in further into this tangle of infrastructure possibilities. We refer to Demchenko, Turkmen, and de Laat (2016); Sawant and Shah (2013) and Witten, Frank, Hall, and Pal (2017) for the readers who are interested in exploring the technological options for setting up a Big Data supported infrastructure. One should always keep in mind that data without correct actions are just plain numbers and tokens in a database. Therefore, an adequate decision support system that relies on your data infrastructure needs to be set up. In the following section, we will elaborate on this topic.

---

\(^4\) https://aws.amazon.com/
\(^5\) https://azure.microsoft.com/en-us/
\(^6\) https://cloud.google.com/
\(^7\) https://www.ibm.com/cloud-computing/
2.4 Decision Support System

Before diving in the practical applications and trends of Big Data Analytics in Operations Research (section 5), a solid footnote needs to be brought to light: the decision support system. Decision Support Systems (DSS) research has been undertaken for over 35 years and these systems have proven to be useful in supporting unstructured and semi-structured problems (Arnott & Pervan, 2008; Shibl, Lawley, & Debuse, 2013). Today, DSS is often referred to as Business Intelligence (BI), as decision support as a domain has evolved rapidly and picked up the established technological changes.

2.4.1 From data to decision

By combining predictive with prescriptive analytics, people are able to develop new applications in an organization. Taking qualitative decisions is however not solely the result of a data-analysis: an efficient decision support system is indispensable. A decision is supported by (big) data, information, objectives, decision criteria and a decision-supportive model that gives clear insights in all possible alternatives and restrictions of the (business) problem. The role of a DSS is threefold: it predicts a certain aspect of the future with probabilities, it exhibits analytical and modeling capacity and it supports unstructured and semi-structured decisions (Arnott & Pervan, 2014). The continuous process to get to decisions looks like figure 11 (based on Interaction Design Foundation, 2015). The explanation of the figure is straightforward. But how is this system constructed and which components are essential? The more data input to eventually come to a decision, the more informed the decision. Big Data thus makes sure that there is a larger pool of information available, once there is a context applied to these data. With more information, companies can come to more knowledge or better informed knowledge, if there is a meaning applied to this information. This is where Big Data Analytics comes into play. The extended knowledge can then be transformed into a more extended wisdom, by applying insights to this knowledge. This eventually results in a better decision-making phase when a purpose is applied to this wisdom.

![Figure 11: From Data to Decisions - A Continuous Process](image-url)
2.4.2 Fundamental Components

According to many authors, there are four fundamental components of the DSS architecture (Demirkan & Delen, 2013; Haag, Cummings, & Dawkins, 2000; Marakas, 1999; Matthies, Giupponi, & Ostendorf, 2007; Power, 2002). The first and foremost is an easy-to-use user interface. This should be aesthetically pleasing, preferably with a symmetrical layout, appropriate menus and options and easily understandable. The second component is the database. This should serve as the storehouse of information and contains as well internal as external information. Thirdly, a well-built DSS model is required. This model determines how data is analyzed and which information is extracted. Based hereupon, insights are created. The final component is knowledge. This element provides decision makers alternative solutions for a problem and sends signals to managers when there is a significant mismatch between predicted and actual results. These four components are strongly related to the process depicted in the above figure. The main sources on decision support systems date from a while ago (10-15 years). Clearly, decision support systems are not new, but they have come in the digital age as well, and are subject to changes due to the rise of Big Data Analytics (Poleto, de Carvalho, & Costa, 2014). It needs to adapt to the V’s of Big Data Analytics, namely volume, variety, velocity, veracity and value (see section 2.1 Big Data Analytics).

The DSS should enable a more profound and less time-consuming decision-making process in an organization. An effective DSS provides managers with unbiased data analyses, real-time monitoring and rich reporting (MSG team, n.d.). In general, it makes use of analytical models, several econometric and statistical tools and still depends strongly on human intelligence to be built and to gain insights.

2.4.3 Shortcomings

As always, there are a few issues that can come along when designing and developing an accurate DSS. The most relevant issues, limitations and disadvantages are summarized in table 2. We can conclude from this table that decision support systems are subject to many issues and limitations. These issues need to be clear when developing a model in order to overcome them. The limitations and disadvantages of the decision support system are mainly due to a lack of integration with Big Data Analytics and Big Data technologies. They are inherent to the limitations of Big Data (analytics) in general (cfr. Section 6.2 Future Challenges).

---

8 More information can be found on: www.managementstudyguide.com
<table>
<thead>
<tr>
<th>Issues</th>
<th>Limitations</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mismatch perspectives</td>
<td>Difficulty in quantifying all the data</td>
<td>Information overload</td>
</tr>
<tr>
<td>programmers – decision</td>
<td></td>
<td></td>
</tr>
<tr>
<td>makers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identification of specific</td>
<td>Unaware of all assumptions</td>
<td>Too much dependence on DSS</td>
</tr>
<tr>
<td>requirements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technology selection</td>
<td>Difficulty in collecting all required data</td>
<td>Devaluation of subjectivity</td>
</tr>
<tr>
<td>Approach to software design</td>
<td>Lack of technology knowledge by users</td>
<td>Overemphasis on decision-</td>
</tr>
<tr>
<td>and development</td>
<td></td>
<td>making</td>
</tr>
<tr>
<td>Fear of learning &amp;</td>
<td></td>
<td>Cost of development</td>
</tr>
<tr>
<td>implementation</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Issues, Limitations & Disadvantages of a Decision Support System

The issue of management acceptance of the models plays an even greater role in the success or failure of an initiative than the development and implementation of a decision support system. Further literature on this can be found in the bibliography (Levasseur, 2010). This is also a main reason why users do not always take advantage of DSS to support their decision-making (Chan, Song, Sarker, & Plumlee, 2017). The results of the experimental study of Chan, Song, Sarker, and Plumlee (2017) suggest the mediating role of DSS use in the effect of DSS motivation on decision performance. Their results also show that DSS motivation is enhanced in the presence of a more positive DSS performance feedback mechanism, fast DSS response time and high task motivation.

Identifying use cases and user examples related to analyzing large volumes of semi- and unstructured data is still one of the major ongoing challenges for decision support systems and information technology researchers (Power D. J., 2014). Many techniques (such as Hadoop, Spark, Azure…) that are built for the integration of Big Data in OR domains are still developing. It will be a challenge for enterprises to integrate these platforms and software into their daily operations in to capture the benefits of Big Data Analytics in their processes.

The main concepts that are further used in the body of this dissertation should now be clear and well delineated in order to understand the different perspectives that will be used. After setting out the research objectives and methodology in section 3 and 4, the applications and trends of Big Data Analytics in Operations Research domains will be discussed in section 5.
3. Research Objectives

In the last few decades, Big Data possibilities have been studied widely, in various business domains. There is however no clear literature overview of major trends and applications, categorized by domain. As this is a rather broad challenge, no in-depth analyses will be made. Some business domains will be highly elaborated, whereas others are out of the scope of this paper, because the applications of the four discussed research domains can be found in other business domains as well. Further literature is designated for the interested reader and to maintain integrality.

The objective of this master’s dissertation is thus to give an oversight of the most important merging and ongoing trends and applications concerning some important domains of Operations Research that make use of Big Data. The domains that are scrutinized are Marketing (section 5.1), Healthcare (section 5.2), Operations and Supply Chain Management (section 5.3) and Public Services (section 5.4). This literature study will give a better insight in Analytics and how this relates to Operations Research. The interaction and interrelationship of these two different domains is key. The implications of these new trends that emerge in OR will be discussed and new research opportunities will be identified as well for Operations Research as Analytics. As this topic is a fast-evolving and continuously developing domain, the objective is to give a snapshot of these trends and applications in a given period of time, as well as a minor sneak-peek into the future opportunities and possibilities that could be further exploited.

Considering the foregoing, the following research questions took shape:

1) What prominent trends and applications, according to their research domain, that make use of Big Data are used on a daily basis or are merging in the domain of Operations Research?

2) What are the opportunities for Operations Research as well as Analytics regarding the use of Big Data? Which direction will Big Data take in the future of Operations Research/Management Science?

In line with the first research question (RQ1), we try to give both sides of the story. On the one hand, we will try to demonstrate the benefits of using Big Data and Analytics in Operations Research applications. On the other hand, the limitations and challenges are discussed as well, since every technological revolution always has a downside, so it is self-evident to fill this in in order to captivate the full picture.

The objective of the second research question (RQ2) is to discuss the opportunities and what future lies ahead for the different business domains. How important will Big Data be in the future for companies, governments, citizens…? It is important to sketch the applications landscape the way it is in 2017, but this is not enough. It is far more interesting to also take a look at the future and to predict what is likely
to happen. The research on RQ1 can be categorized in descriptive analytics, whereas the research on RQ2 is rather predictive, but well substantiated with the right information and data.

The importance of these research questions will become clear during the reading of this text. There are many sources available but no clear overview exists of several applications, categorized per business domain. Recently, there have been call-ups by some of the most prestigious providers of scientific articles and papers (see section 6.1 Research Gaps). On the website of Elsevier, a special issue has been calling for the submission of papers\(^9\). The aim of this special issue is to collect state-of-the-art research findings on the latest development, up-to-date issues and challenges in the field of Big Data Analytics for business intelligence. Next to the call for papers of Elsevier, there has been a call for papers as well for the 6\(^{th}\) IEEE International Congress on Big Data\(^{10}\). Research and literature overviews of Big Data, applied in business domains are thus highly wanted, illustrating the importance of these research questions. There are more calls and special issues for the application of Big Data Analytics in real-life businesses, but they can be found in section 6.1. The aim of this dissertation is thus to contribute towards a clear and comprehensive overview of Big Data Analytics in OR. The following section will delineate how this will be obtained.


\[^{10}\]http://www.ieeebigdata.org/2017/cfp.html
4. Methodology

4.1 Big Data Approach

The approach that we followed in this master’s dissertation is, by surprise, a Big Data approach. All kinds of data, ranging from scientific, published articles to Slidecasts from professors at universities to even blogs from Big Data gurus were collected, screened and analyzed. Here the reader might already observe one of the very unique properties of Big Data, namely the variety of data (cfr. supra). Since the rise of the internet, data has (and this process is still ongoing) grown exponentially. In this large volume of data (the second property of Big Data), we tried to gather the most relevant and scientifically important trends and applications in the OR/MS domain. The approach is not empirical or experimental of nature, but is rather an explorative and descriptive research. It is a mixture between a traditional or narrative literature review and a systematic literature review.

Table 3 demonstrates the focus on scientific literature. Next to these papers, websites and documents/reports from websites are the second most important sources. These are especially cited when business applications are discussed, as these are less delineated in scientific literature. Relevant books and book sections are used and cited as well, while business press articles are often used to illustrate the current trends and applications. Several conference proceedings on Big Data, Analytics and Operations Research are consulted and a few highly relevant slides are deliberated.

<table>
<thead>
<tr>
<th>Type of Source</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scientific Journal Paper</td>
<td>160</td>
</tr>
<tr>
<td>Website</td>
<td>84</td>
</tr>
<tr>
<td>Business Magazine Article</td>
<td>38</td>
</tr>
<tr>
<td>Book/Book Section</td>
<td>37</td>
</tr>
<tr>
<td>Documents/Report</td>
<td>37</td>
</tr>
<tr>
<td>Conference Proceedings</td>
<td>22</td>
</tr>
<tr>
<td>PowerPoint Slides</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 3: Distribution Type of Sources

Table 4 gives information on the journals used in this dissertation and that are found to be most contributive in literature on Big Data Analytics and Operations Research. These journals are subject-specific, but they often tend to intertwine on subjects related to Big Data and the application of Analytics in OR/MS domains. Other educational important and widely-recognized journals that are used on a single basis are for example International Transactions in Operational Research, MIS Quarterly, Journal of Supply
Next to the technical and scientific literature, managerial literature is assessed as well. This is because the viewpoint of this paper is mainly one of decision making, and this almost always takes place at managerial level. The most important magazines and newspapers in managerial literature used are the following:

<table>
<thead>
<tr>
<th>Magazine</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forbes Magazine</td>
<td>13</td>
</tr>
<tr>
<td>Harvard Business Review</td>
<td>5</td>
</tr>
<tr>
<td>The Guardian</td>
<td>3</td>
</tr>
<tr>
<td>Business Insider UK</td>
<td>2</td>
</tr>
<tr>
<td>American Banker</td>
<td>2</td>
</tr>
<tr>
<td>MIT Sloan Management Review</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 5: Magazine Perspective (magazines with two or more publications)
Focusing on one particular domain is in our opinion not recommended, since it is a key asset of Big Data that it is relevant in any domain one can think of. Therefore, we will discuss the applications and trends in the four following domains: Marketing, Healthcare, Operations and Supply Chain Management (O/SCM) and Public Services. This choice is made on its relevancy as these domains already benefit widely from Big Data integration in the OR approach on a daily basis. We will focus on these four domains, as other OR domains are very comparable to these and conclusions drawn from these four domains can easily reach out to the other OR domains as well.

Since Big Data is continuously evolving and changing rapidly, new sources can be found on a weekly basis. Particular merging trends or opportunities that are described in some sources became outdated by other sources while doing research for this thesis. This has been taken into account as much as possible and we tried to use as many relevant and up-to-date sources as possible, giving a highly relevant and contemporary overview. This brings us to the relevancy of the sources used in this literature study (section 4.2).

Keywords that were used most often to find relevant sources can be found in table 6. In scientific literature, sources were revised on importance via the number of citations and the relevancy score given by the corresponding database/website. The most often used databases are Google Scholar, Web of Knowledge (Web of Science), Elsevier and Crossref.

| 1.   | Big Data               |
| 2.   | Data Analytics         |
| 3.   | Analytics              |
| 4.   | Operations Research    |
| 5.   | Application            |
| 6.   | Data                   |
| 7.   | Challenges             |
| 8.   | Future                 |
| 9.   | Operations             |
| 10.  | Decision Support       |

*Table 6: Top 10 Keywords Used*
4.2 Relevancy

We consulted several journals that contribute most to the area of Big Data Analytics usage in Operations Research. Journals such as the European Journal of Operational Research or Interfaces are already given a frequency distribution in terms of relevant articles on this master’s dissertation’s topic in the above section.

*Figure 12* gives an oversight of the sources used per year. It is clear that we focused on the most recent sources, without neglecting the relevant sources before 2013. These figures were finalized in May 2017, therefore 2017 is not proportional to the upward trend after 2013. More recent sources are considered to be more relevant, as the domain of Big Data Analytics is rapidly changing and new applications in OR arise regularly. It has not been quite long since Big Data Analytics is adopted on a larger scale in the industry. Thus, more relevant scientific literature and other sources only started to review and debate Big Data Analytics recently.

![Distribution of Sources](image)

*Figure 12: Distribution of Sources*

We also present the result of our keyword analysis on the sources used in this dissertation in *table 7*. Such an analysis assists in revealing the intellectual core and identity construction of the discipline under scrutiny, by looking into keywords used in the collected titles of research papers and articles.
<table>
<thead>
<tr>
<th>Word</th>
<th>Frequency</th>
<th>Word</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>192</td>
<td>Operations Research / OR</td>
<td>18</td>
</tr>
<tr>
<td>Big Data</td>
<td>160</td>
<td>Business</td>
<td>18</td>
</tr>
<tr>
<td>Analytics</td>
<td>64</td>
<td>Operations</td>
<td>16</td>
</tr>
<tr>
<td>Internet of Things / IoT</td>
<td>33</td>
<td>Support</td>
<td>15</td>
</tr>
<tr>
<td>Application</td>
<td>32</td>
<td>Smart</td>
<td>14</td>
</tr>
<tr>
<td>Research</td>
<td>29</td>
<td>Predict</td>
<td>13</td>
</tr>
<tr>
<td>Challenge</td>
<td>28</td>
<td>Supply Chain</td>
<td>13</td>
</tr>
<tr>
<td>Healthcare</td>
<td>28</td>
<td>Augmented Reality</td>
<td>13</td>
</tr>
<tr>
<td>Management</td>
<td>23</td>
<td>Manufacturing</td>
<td>11</td>
</tr>
<tr>
<td>Decision</td>
<td>23</td>
<td>Analysis</td>
<td>11</td>
</tr>
<tr>
<td>Artificial Intelligence / AI</td>
<td>23</td>
<td>Opportunity</td>
<td>11</td>
</tr>
<tr>
<td>Future</td>
<td>21</td>
<td>Trend</td>
<td>11</td>
</tr>
<tr>
<td>Customer</td>
<td>21</td>
<td>Decision support</td>
<td>11</td>
</tr>
<tr>
<td>Big Data Analytics</td>
<td>20</td>
<td>Information</td>
<td>11</td>
</tr>
<tr>
<td>Virtual Reality</td>
<td>19</td>
<td>Data Science</td>
<td>10</td>
</tr>
</tbody>
</table>

| Table 7: Top 30 Commonly Used Words in Titles (382 sources in total) |

It is obvious from the above table that data or Big Data is used in the title in nearly 50% of the collected sources. A reasonable explanation for this is that using Big Data in the title draws the attention of many readers. Analytics is also used very often. Furthermore, we see the various business domains that are discussed in the following chapter, as well as the different perspectives of this dissertation. The large difference between Big Data and Big Data Analytics is probably due to the fact that many authors and writers use Big Data and Big Data Analytics interchangeably. As Figure 6 and 7 (section 2.3.1 Towards a Comprehensive Domain) already indicated, the keyword search for OR and Operations Research is declining. This trend can also be noticed in this table as OR is less used. The keywords that were used most often in the search for relevant sources (table 5 in section 4.1 Big Data Approach) are logically covered most in the titles.
5. Applications & Trends

Associated and directly correlated with the emergence of Big Data are the Big Data applications in het Operations Research domains (Chen, Mao, Zhang, & Leung, 2014). According to these (and many other) authors, the amount of data driven applications have grown disproportionately, exceeding Moore’s law at the beginning of the new century (Chen & Zhang, 2014). According to Chen and Zhang (2014), excessive data is making great troubles to human beings. But there are so much potential and highly useful values hidden in the huge volume of data, that these troubles will be far surpassed.

A large number of fields and sectors, ranging from business and economic activities to public services, from scientific researches in many areas to national security, have to cope with Big Data problems. A Big Data problem arises due to the inability of conventional database systems and software tools to manage or process the Big Datasets within tolerable time limits (Patel, Birl, & Nai, 2012). Enhanced technologies and a new way of working is required. Therefore, the rise of Big Data applications and technologies also effectuates the rise of new issues. On the one hand, Big Data is extremely valuable to scale up productivity in business and evolutionary breakthroughs in scientific research. On the other hand, many challenges come with the new Big Data technologies. Difficulties in data capture, data storage, data analysis problems and data visualization are but a few challenges Big Data practitioners cope with every day. The immature market of young and talented Big Data students is still in its infancy, there are serious concerns about privacy and ethics of certain data and applications… Thus, we would like to give a clear and comprehensive image of the two sides of Big Data. In each section that is discussed, we first look at the most prominent applications, then we look at the trends that are emerging in the particular domain and at the end we delineate the challenges, issues and problems that occur most often in that sector.

In section 5.1, we will discuss which applications are paramount in the domain of marketing. Marketing has changed a great deal in the last couple of years (Agrawal, 2016; Fita, 2016), due to the influence of data (Dubois, 2015; Pal, 2015a). Marketers would like to know their customers better and have a complete sketched profile, in order to customize marketing approaches and reach a bigger audience with the right supplies. It is also far less costly to approach people in a personalized matter than to send out bulk advertising. The response rate will be far higher as well when people get advertisements they are interested in, benefiting both parties. The trends that are occurring and emerging are delineated as well.

In section 5.2, the healthcare domain is discussed as this is one of the largest business areas inside the OR domain. There have been many changes to the healthcare approach, partly influenced by the emergence of Big Data and Analytics (Marr, 2016a). Patient records that were usually stored in a local database are now merged with other patient data that is available (e.g. consumption data, GPS-data…). Like this, a
personalized patient care approach becomes possible. Applications in the healthcare area are divided into research, preventive analytics, fraud detection and planning and scheduling. The latter is a widely-discussed field in scientific literature and can benefit enormously from Big Data and Analytics.

We also dive into Operations and Supply Chain Management (O/SCM) problems in section 5.3. Applications are classified in three large different categories: predictive maintenance, process improvement and risk management. As this domain is also quite extensive, the focus was on the most prominent applications. Data are present at large volumes, in very different formats and are produced very fast, which meets the 3Vs that define Big Data. Machine data, sensor data and process data are combined in order to reduce the risk or cost or to improve output and quality.

Since environmental issues are becoming more and more delicate nowadays (IPCC, 2014), the impact of the government/public services on this topic is discussed as well in section 5.4. A wide application field are the smart cities, which has been widely discussed in scientific literature but is now gaining foothold in practice. These are cities that try to get the most out of Big Data, Analytics, technology and digitalization to become ‘smart’. A smart city is highly beneficial for the economy, its people, the government, mobility, the environment and the standard of living. The following category of applications are the public data hubs. A hub is a large pool where data is available and whereof public services can make use of to improve its services. A third category is security intelligence. Governments can come to surprising insights concerning security intelligence with the help of Big Data Analytics. Unforeseen patterns can be found, which can improve citizen security.

Each section ends with the discussion of the most important techniques used in Big Data applications in that particular domain. The classification of these techniques is dependent on the nature of the problem and thus the characteristics of the data used in the analysis. The described techniques are not purely used in the corresponding business domain, but are found to be used most often in the most popular and most important applications of Big Data Analytics in that area.
5.1 Big Data in Marketing

When asked to describe marketing in a few keywords, segmentation would almost always make the top three. As customer segmentation is key in marketing, Big Data can help companies to better understand its customers and better divide marketing efforts based on the available data. Traditional marketing efforts already make use to some extent of sales and profit data and rely on this information to anticipate sales and forecast revenue (Paladin, 2016). Knowing that there are approximately 2.5 quintillion bytes of data created each day\(^\text{11}\) (that’s 2,500,000,000,000 bytes), there is a lot more to capture out of these data than simply using plane sales and profit data from previous years and perform some sort of horse sense logic, as this is an outdated method. The need to extract commercial value and insights from data is not a very new concept, as providing information to help support management insights is considered to be the foundation of the market research sector (Nunan & Di Domenico, 2013). Both established marketing approaches and newer Big Data approaches share the provision of high quality and more timely data into the decision-making process. The key difference however, is that Big Data strategies enable continuous and autonomous decision-making via the use of automation (Yulinsky, 2012).

When asked about their priorities in a Kentico Software research (2015)\(^\text{12}\), 54% of digital marketers named Big Data in marketing as their top priority, whereas 56% of marketing professionals saw a revenue increase from data-driven marketing in the first quarter of 2015. Even 80% of senior data and IT decision makers noted a positive change in revenue from using Big Data, showing the relevance of Big Data-driven solutions in the marketing atmosphere.

To introduce the applications section, a practical example can already give a bright idea on how to gain value from Big Data in marketing. The 100-year-old direct mail company Harry & David, suffered from the economic recess in the mid-2000s and even filed for bankruptcy in 2011. Today however, they have rising profits, growing customer files and the company is heavily investing in product line expansion. Their secret? They stopped marketing products and started marketing to their customers. Vice-president Paul Lazorisak explained that they rely heavily on data and data-driven solutions and that by using analytics they now know who their customers are, how and when they like to receive offers and who is most likely to increase their spending with the company\(^\text{13}\). Since 2011, their customer retention rate has increased by 14 percent and sales per customer have gone up 7 percent. By segmenting their customers, Harry & David are able to identify which customers are probably going to be most profitable via modeling and

\(^{11}\) http://www.ibmbigdatahub.com/infographic/four-vs-big-data
scoring results that stem from both transactional and demographic data sources. Hence, they can focus their attention to their most profitable clients, without neglecting other customers as well. Their efforts are now reasonably divided.

The example of Harry & David is not the only example you can find on companies that can gain valuable insights of Big Data solutions. Besides this approach, there are many other applications of Big Data in the marketing sector, which are described in section 5.1.1. In this section, the most paramount applications are delineated and appropriate use cases are given to give a practical interpretation of the application. In section 5.1.2, the present and merging trends are discussed and section 5.1.3 gives an oversight of the issues and main challenges related to Big Data marketing.

5.1.1 Applications

Amongst the many applications of Big Data in marketing, five of the most important ones are discussed in this section. Sentiment analytics, customer 360, customer segmentation, next best offer and channel journey are five of the most prominent applications at this very moment and are discussed in this order. With sentiment analytics, firms try to monitor what customers say to increase their marketing success. Organizations also try to identify key customers to boost word-of-mouth marketing and they try to examine customer feedback to improve products and services. Customer 360 means that enterprises try to identify the customer profile and try to understand the product engagement of that customer. Here, it is also important to detect when a customer is about to leave, in order to enhance the retention rate and make the customer satisfied again, before it is too late (Finsterwalder, 2016). As already explained in the introduction of section 5.1, customer segmentation is at the top of the agenda for almost all marketers. With a Big Data approach, marketers can design targeted marketing programs, create loyalty programs based on card usage habits and optimize their pricing strategy according each segment’s features. Hence, closer relationships can be obtained with valuable customers. As the name suggests, the next best offer application enhances customer loyalty through targeted offers (the “best fitted” offers). Like this, increased product propensity is obtained. Another main advantage of this application is that product bundling becomes easier, which uplifts profits. Finally, the channel journey provides more relevant content in the preferred channel. The designed model also recognizes multi-channel behaviors that lead (or can lead) to sales. Marketing effectiveness is measured across the different channels during the analysis (Shee, Crompton, Richter, & Maehle, n.d.). After these five applications are discussed, a summary of techniques used within these applications is given.
1) **Sentiment Analytics**

Since the explosion of social media in the 2nd decade of the 21st century, new opportunities have come to light for organizations to connect with their customers (Scarfi, 2012). The sheer volume of different types of communications across platforms about products, services and brands have been overwhelming companies since a couple of years now. Sentiment analytics can help to quickly read all (or at least most) of this data and even provide a summary of what people like and dislike about a product, a certain service or a company brand. The reasons behind this general sentiment can then easily be extracted, providing managers with valuable business insights after which appropriate actions can be thought out. Text analytics algorithms such as naïve Bayes are ideal for this type of problems. This algorithm analyzes social media posts, documents and feedback folders on its positive or negative sentiment and produces a generic score (Dai & Sun, 2014). Because this data is unstructured, dynamic and ubiquitous, an appropriate Big Data approach is needed. The three main reasons for sentiment analytics are to increase marketing success, to identify key customers and to examine customer feedback. For the latter, the data obtained from the web is combined with internal data such as customer surveys, call logs and customer data in order to get a full and detailed overview of a product’s/service’s sentiment. Table 8 gives an overview of the goals, use cases, types of data and sources used in sentiment analysis.

<table>
<thead>
<tr>
<th><strong>Goal</strong></th>
<th><strong>Increase Marketing Success</strong></th>
<th><strong>Identify Key Customers</strong></th>
<th><strong>Examine Customer Feedback</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use Cases</strong></td>
<td>BBVA, Kia Motors, Nedbank Ltd</td>
<td>Ford, Starbucks, T-Mobile</td>
<td>Barclays, Dell14, Intuit</td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>Social media, blogs, review sites, customer data, text data, call logs</td>
<td>Social media, demographic data, customer data, purchase data</td>
<td>Social media, feedback forms…</td>
</tr>
<tr>
<td><strong>Sources</strong></td>
<td>(Greenwald M., 2016), (Nedbank Ltd, 2015), (Tena, 2016)</td>
<td>(Erevelles, Fukawa, &amp; Swayne, 2016), (Harris D., 2014), (Oaks, 2015), (Whitten, 2016)</td>
<td>(Henry, 2016), (Woodie, 2016)</td>
</tr>
</tbody>
</table>

2) **Customer 360**

If you understand your customer to the highest extent, you can stay ahead of the competition, according to the whitepaper of Shee, Crompton, Richter, and Maehle (n.d.). If a marketer can combine the past and immediate customer behavior, s/he can predict future customer trends and behaviors and what their

---

most likely next action will be. When a customer’s transactions and travel habits are mapped as well in the same profile sketch, a lifestyle profile can be completed and new insights can be discovered. The first purpose of a customer 360 approach is thus to identify a customer profile. The result is a holistic customer overview and personalized next actions predictions, which is undescrribably valuable for companies (Liang Y. H., 2014). A logic consequence of this result are improved marketing campaigns, targeted sales and better customer service because companies better understand product engagement, the second purpose of this approach. In the (hopefully unlikely) event that many customers are on the edge of ‘leaving’ the company as a customer, the right message or the right compensation can be sent out by the enterprise such that churn rates can stay as low as possible. This is the third main reason for a Big Data approach. Table 9 summarizes the customer 360 approach.

Table 9: Customer 360 Summary

<table>
<thead>
<tr>
<th>Goal</th>
<th>Identify customer profile</th>
<th>Understand product engagement</th>
<th>Detect customers about to leave</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use Cases</strong></td>
<td>HDFC Bank(^{15}), HMV(^{16}), OCBC Bank(^{17}), BBVA</td>
<td>First Tennessee Bank, Bank Austria(^{18}), Jeanswest</td>
<td>American Express, Tatra Bank(^{19}), T-Mobile</td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>Customer demographics, transactional data, social media</td>
<td>Customer profile data, transactional data, clickstreams, cookie data</td>
<td>Customer profile data, transactional data, social (media) data</td>
</tr>
</tbody>
</table>

3) Customer Segmentation

Marketers cannot repeat it enough: segmentation is key to efficient marketing efforts. In its essence, segmentation is dividing the customer pool into smaller pools or groups (called segments) that share some similar characteristics or that behave in the same way. Customer segmentation is mainly based on the customer lifetime value (CLTV), a popular marketing concept that has been studied widely during the past decade (Ekinci, Ülengin, Uray, & Ülengin, 2014; Kahreh, Tive, Babania, & Hesan, 2014; Kim, Jung, Suh, & Hwang, 2006). Here, it is essential to build refined strategies for customers based on their lifetime value, as this is profitable for the company. It is thus not a new concept, but in the era of Big Data, it gets another

---

\(^{15}\) https://www.sas.com/en_in/customers/hdfc.html
\(^{16}\) http://is4profit.com/business-blog/big-data-how-closing-the-transactional-loop-could-have-helped-jessops-and-hmv/
\(^{18}\) https://www.questback.com/uk/case-studies/bank-austria
\(^{19}\) https://www.sas.com/en_us/customers/tatra-banka.html
dimension. Big Data facilitates to create sharper segments in a more rapid way. It also helps to look at the existing customer base in completely new ways, creating unique business opportunities (Shee, Crompton, Richter, & Maehle, n.d.). The purpose of customer segmentation is fourfold. First of all, it enables to design targeted marketing programs. Every customer segment gets a more or less personalized message thanks to the segmented approach. Secondly, firms can create loyalty programs based on card usage habits. Special offers can be granted to loyal customers by the firm, or by one of the firm’s vertical partners. Customer loyalty and per-customer-expenditure can be increased (Brahm, Cheris, & Sherer, 2016). Next to this, firms can optimize their pricing strategy. Every customer has a different financial background and product expectations are distinct as well. The value that customers allocate to a product can be translated in the price they want to pay for it, and this can vary significantly. Big Data can then enhance a sliding scale optimized pricing strategy for the customer base to increase revenues and profits. Last but not least, segmentation via Big Data also enables firms to build closer relationships with more valuable customers. Although not many firms would admit this, they are all guilty of spoiling certain customer segments that are more beneficial for the company, so not every customer is the same in their eyes. Profitable market groups can easily be identified by a Big Data approach and they are given preferential treatment to strengthen the customer satisfaction. Table 10 provides a summary of the four possibilities of customer segmentation with Big Data, a widely-accepted technique in the marketing world as we know it today.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Design targeted marketing programs</th>
<th>Create loyalty programs</th>
<th>Optimize pricing strategy</th>
<th>Build relationships with valuable customers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use Cases</strong></td>
<td>Bank of America, First Tennessee Bank, BBVA</td>
<td>Citibank, Royal Bank of Canada, Bank of America</td>
<td>Ryanair, Etihad Airways²⁰, Fifth Third Bank</td>
<td>Caesars Entertainment, Barclays²¹, Zions Bank</td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>Customer data, demographic data</td>
<td>Transactional data, customer profile data</td>
<td>Transactional data, customer profile data, demographic data</td>
<td>Purchase history, demographic data, sales data</td>
</tr>
<tr>
<td><strong>Papers</strong></td>
<td>(Groenfeldt, 2013), (Mancini, 2009)</td>
<td>(Groenfeldt, 2013), (Hechtkopf, 2013), (Kirchner, 2012)</td>
<td>(Malighetti, Paleari, &amp; Redondi, 2009), (Passy, 2016)</td>
<td>(Crosman, 2013), (Marr, 2015)</td>
</tr>
</tbody>
</table>

Table 10: Customer Segmentation Summary

²¹ https://www.barclayscorporate.com/content/dam/corppublic/corporate/Documents/insight/Big-Data-report.pdf
4) **Next Best Offer**

An interesting question for companies is how they can upscale their sales. On the one hand, a company can try to increase its sales by reaching out to more customers. On the other hand, the company can try to up-sell and cross-sell its products with their existing customer base. The latter can be achieved by predicting what the customer exactly wants. This is possible thanks to a Big Data approach called ‘the next best offer’. In this approach, customer’s market baskets are analyzed and marketers try to find patterns between products to forecast future purchases for all customers individually, but en masse. This knowledge can then be leveraged by decision makers to improve the return on investment by marketing efforts, but higher customer loyalty and increased sales results can also be a direct outcome. The best uses for ‘next best offer’ are threefold. First of all, it enhances customer loyalty by offering the customer what s/he (probably) wants. Relevant offers might increase the interest and customer stickiness to the brand or company (Shee, Crompton, Richter, & Maehle, n.d.). Secondly, the purpose of next best offer can be to measure product propensity. This knowledge is also used to boost revenue via personalized product/service offers. Finally, it also enables product bundling to uplift revenue. Once determined which products are most likely to be purchased together, it becomes a matter of good execution and targeted promotions to increase revenues. Big Data is also used to increase customer involvement in the product development stage, as customer needs are incorporated. This also enhances customer loyalty and facilitates the bundling of products to uplift revenues (Zhan, Tan, Li, & Tse, 2016). Table 11 provides a concise summary of the purposes of the ‘next best offer’ application, along with some interesting use cases.

<table>
<thead>
<tr>
<th><strong>Goal</strong></th>
<th><strong>Enhance customer loyalty</strong></th>
<th><strong>Measure product propensity</strong></th>
<th><strong>Bundle products to uplift revenues</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use Cases</strong></td>
<td>Tesco, Netflix</td>
<td>Westpac, Amazon</td>
<td>Eircom</td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>Transactional data, customer profile data</td>
<td>Purchase history, customer profile data, transactional data</td>
<td>Transactional data, customer profile data, product data</td>
</tr>
</tbody>
</table>

*Table 11: Next Best Offer Summary*
5) **Channel Journey**

Another buzzword in marketing is the ‘customer journey’. This relates to the stadia customer going through in their relationship with a certain brand or company (McColl-Kennedy, et al., 2015). In this era of increasingly complex customer behavior, it is key for companies to maintain a close relationship with its customer throughout the whole journey, to accompany the customer towards a better outcome for both him/her and the company, creating a synergy. The increasing focus on customer experience throughout his/her journey arises because customers now interact with firms through myriad touch points in multiple channels and media, resulting in more complex customer journeys called channel journeys (Lemon & Verhoef, 2016). Keeping track of the customer journey can be a very difficult task, as customers can interact with a company via mobile, social media, brick-and-mortar stores, click ads, publication platforms, television… Big Data can give a helping hand by taking a holistic view of the entire customer journey and corresponding experiences on each channel. This can identify patterns of usage that eventually lead to sales, at what point of the customer journey it might possibly go wrong or which channels are underperforming (Shee, Crompton, Richter, & Maehle, n.d.). The purpose of a Big Data approach along the customer journey is fourfold. First of all, it enables firms to provide more relevant content in the preferred channel. Not all channels are used by the same audience or with the same intentions, so the message a firm sends out on these channels should be adapted accordingly. Secondly, this approach facilitates the recognition of multi-channel behavior that (eventually) leads to sales. Optimization of funnel conversion becomes possible once these patterns are exposed. Next to this, a Big Data approach permits a company to guide customers to low-cost channels. Not every channel comes at the same cost for a company, while they serve the same purpose. This requires however a robust self-service and a customer-driven approach to provide a qualitative and intuitive service on the low-cost channel (Shee, Crompton, Richter, & Maehle, n.d.). Finally, marketing effectiveness can be measured across all existing channels. It can be hard to determine which channel can take credits for ‘making the sale’. It is perfectly possible that a customer sees an advertisement at a certain channel and incited by this advertisement, but s/he can buy a product at another channel. Therefore, marketing effectiveness is measured in its entirety. *Table 12* provides a brief summary of using a Big Data approach during the channel journey of customers and which purposes this serves.
6) **Techniques**

The five prominent applications discussed above are all disruptive in the marketing area. During the past decade, they have proven to be very lucrative when implemented and handled correctly. The influence of decision makers stays important, but now they are supported by the model/system, which gives insights, patterns and recommendations. To develop this system, some complex algorithms are required. There are **six important techniques** that companies make use of most often: decision trees & random forests, clustering, text analytics, neural networks, link analysis and survival analysis. What follows is a brief introduction to the particular technique and why it is an important technique in many marketing applications.

- **Decision trees** are one of the most powerful data mining techniques, as they can handle a diverse array of problems (Shee, Crompton, Richter, & Maehle, n.d.). Almost any data type (nominal, numeric or other types) can be handled by decision trees easily, which is ideal for Big Datasets. Typically, a decision tree classifies data into a predefined target field by splitting up data into smaller data cells. **Random forests** boost the efficiency of decision trees by creating different trees that model the same target, all being slightly different. This diminishes the possible errors and noise of an individual tree model. **Figure 13** gives a classic illustration of a decision tree model.

---

**Table 12: Customer Journey Summary**

<table>
<thead>
<tr>
<th>Goal</th>
<th>Use Cases</th>
<th>Data</th>
<th>Papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provide Relevant Content in Preferred Channel</td>
<td>HDFC Bank, OCBC Bank, Bank of China</td>
<td>Cookies, clickstream data, URL referrals</td>
<td>(Guerrieri, 2014), (Ramshaw, 2011), (Vasudevan, 2016)</td>
</tr>
<tr>
<td>Recognize Multi-Channel Behavior</td>
<td>Vodafone, GE, MoneySupermarket</td>
<td>Customer profile data, cookies, tracking codes, online JavaScript data</td>
<td>(Experian, 2013), (Wainewright, 2016), (Winig, 2016)</td>
</tr>
<tr>
<td>Guide Customers to Low-Cost Channels</td>
<td>HSBC, UniCredit Bank Polski^22, Laurentian Bank of Canada</td>
<td>Online JavaScript data, time stamps, customer profile data</td>
<td>(Kumar A., 2015), (Splunk, 2016)</td>
</tr>
<tr>
<td>Measure Marketing Effectiveness across all Channels</td>
<td>Bank Polski^22, Laurentian Bank of Canada</td>
<td>Clickstream data, tracking codes, cookies, customer profile data</td>
<td>(Laurentian Bank, O’Malley, &amp; Hart, 2011)</td>
</tr>
</tbody>
</table>

for a small dataset (Marchi, 2013). The flow of the data is easily recognizable and hence, Big Datasets can be classified into smaller cells. The result are small data cells containing the right data. This makes it easier to analyze the problem.

- **Clustering** in this context basically means the automation of finding meaningful patterns within a data set. A common problem in data mining is identifying which patterns are actually useful in the pool of all discovered patterns in the data. In the marketing context, clusters are nearly always called segments, so this is one of the most commonly used applications of the clustering technique as segmentation is key in marketing. A popular example of a clustering algorithm is the K-means algorithm (Celebi, Kingravi, & Vela, 2013).

- **Text analytics** has been widely accepted in organizations as there has been an explosion of generated text both internally and externally along with the rise of social media and online services (Singh, 2016). This technique automates the reading process and provides a brief summary of thousands of documents at a fast pace. It relies heavily on probability theory and the uncommonness and occurrence of certain words, as this determines the meaning and the themes of the written texts (Hu & Liu, 2012).

- **Neural networks** are based on the networks found in biological studies on the human brain. Here, nodes are activated by a signal that in turn transmits a response signal to activate other nodes, thus forming a network of nodes or a neural network (Shee, Crompton, Richter, & Maehle, n.d.). The total received signal is calculated per node, based on certain appointed weights. The target field of the algorithm is typically a scoring function (for example the customer propensity towards
a particular product or service). The outcome of this technique is that the most likely action of a customer can be determined, given a certain action/event triggered by the company.

- Similar to the neural networks is the link analysis technique. As the name suggests, this technique searches for relationships and connections (= links). Originally, this technique is part of a subset of mathematics called graph theory. It digs into the existing data and objects to find links and patterns (Berry & Linoff, 2011). A successful application of the technique is in identifying key sources of information on the internet by analyzing links between pages, comparable to following clickstream by cookies.

- **Survival analysis** can signal a company when to start worrying about an event. This is often applied in healthcare (patient survival rates) and manufacturing (failure rates), but it is climbing its way up to marketing applications. It is very important for marketers to know more or less when a customer is going to leave the service of a company or when s/he is going to stop buying a certain product. In combination with purchase history and based on these findings, the customer lifetime value can easily be determined and companies can accordingly undertake certain actions or let things go the way they are (Moore, 2016).

5.1.2 Trends

**General**

A major shift, turning the scientific method around from fitting data to preconceived theories of the marketplace to using data to frame theories, has been occurring since 2011 (Firestein, 2012). It is comparable with shifting from a more deductive method towards an inductive approach of scientific research. Besides this, methodological and technological advances enable researchers to discover patterns in Big Data without formulating hypotheses (Lycett, 2013). Hence, it becomes easier for researcher to focus on the data and explore the unknown than to focus on what is already known. As Erevelles, Fukawa, & Swayne (2016) see it, quite some time can be saved by not always confirming what has already been confirmed and more new findings may arise, perhaps slightly changing the existing theory or the established business approach.

Another major ongoing trend in the rise of Big Data that not only affects the marketing area, is the **Cloud** emerging as a preferred deployment model for Big Data (Pentaho, 2016). Big Data applications will move to the cloud to reach out to even higher volumes of data at a speed that is never seen before. The pay-per-use charging of the clouds offered by several business giants lures companies towards the cloud more and more. Companies are only charged for the space and applications they use inside the cloud, as well as how long they store their data. There is thus not an exuberant initial investment in Big Data
infrastructure, as everything happens online on distributed computer networks from the cloud provider, brought to other companies via their cloud system. The issue of privacy becomes a very urgent challenge and is expected to be the biggest challenge of Big Data in the future (Gahi, Guennoun, & Mouftah, 2016; Tene, 2013). Section 6.2.1 Privacy delineates this (future) challenge.

Specific

As the speed of technology, competition, inputs and the markets in general increases, the speed and complexity at which a firm acquires and analyzes information must also increase (Xu, Frankwick, & Ramirez, 2016). The research of Xu, Frankwick, & Ramirez (2016) suggests that all firms will benefit from using and combining both Traditional Marketing Analytics (TMA) as Big Data Analytics (BDA). However, not all situations and circumstances justify the cost of collecting and analyzing both types of data or having two separate technologies on point. Therefore, with the rise of Big Data technologies and infrastructure, it is recommended in their paper that a comprehensive and circumstantial analysis is performed in order to determine the correct data approach.

There are four common Big Data trends in marketing that recur in many articles:

- First and foremost, Big Data talent shortages become more and more critical. Where Big Data continues to grow and becomes more and more mainstream in the marketing domain, there is a growing shortage of skilled young talents to fill in the Big Data jobs, creating scarcity on the market. Universities, colleges and other institutions are desperately lagging behind, trying to fill in this gap by offering more and more data science programs, but right now there is an intermediate stage with massive Big Data investments and a severe shortage of adequate personnel (Davenport & Patil, 2012).

- A second major trend is that analytical tools become more mature and integrated in organizations. There are many Big Data tools and applications out there for marketing purposes, but they often still lack a certain degree of integration. The focus on easy integration and improved maturity can easily be seen when looking at which new tools come out each year. Data analytics is not a new concept anymore and the tools and applications become more and more ready for massive adoption, ready to create value for more organizations. The hype has now settled down to find its way to success in the real business world (Someh, Wixom, Davern, & Shanks, 2017).

- A third important trend that is noticed by several authors, is that Big Data marketing tools have been of a predictive nature until now. It is predicted (pun intended) that these tools will go a step
further, towards **prescriptive analytics** (see *section 2.1.2 Analytics*). They’ll advise the marketer what to do next, not only what’s going on (Wedel & Kannan, 2016).

- The fourth major trend brings us directly to the next section of issues and main challenges. Big Data marketing faces **increased challenges related to consumer privacy**. Many customers have been more or less accepting the intrusiveness of marketers up until a certain extent, but if they push it too far, a public recoil is peeking around the corner (ReachForce, 2016). Therefore, marketers should handle their data carefully and in a respectful way because a public collision can have disastrous consequences in the digital era.

### 5.1.3 Issues & Main Challenges

As mentioned in the previous paragraph, a common issue in Big Data is the gray zone between ethically correct and ethically incorrect. More often than not, it is not quite clear where the company stands in the gray zone at a certain moment in time. **Privacy** is a subjective feeling and varies widely from person to person. Some people don’t care that marketers keep track of purchase history and make customer profiles based on social media and online behavior. However, many people are not eager to give up their privacy for marketing purposes, although they have open social media profiles whereof marketers can (under certain conditions) subtract information. Privacy rules and regulations vary from country to country, from medium to medium and from platform to platform, but also from company to company. In this tangle of rules, companies tend to be very creative in following these rules, interpreting them to their own best interest. In *section 6.2.1 of Future Challenges*, we will go into detail of the privacy issue, with a clear difference between European and American regulations.

It is particularly hard for a company to **gather relevant information**. Many data they dispose of are irrelevant and can even interrelate with other data, resulting in found patterns that are not very useful (Chen, Mao, & Liu, 2014). It is one of the main challenges organizations face today, because there is an overload of data available. To keep the dataset rich and valuable, databases and data lakes need to be cleansed while retrieving new data online.

The advantage of the many tools out there can also become a challenge for an organization, as it becomes not quite clear **which analytical tool is best suited** for the organization to fulfill a certain purpose. There has even been a Big Data-based research on how to select the right tool (Wang, Zhao, Liu, & Chen, 2017). Companies however agree that they are better off when they are able to choose between more alternatives than they have a modest choice.

The most important challenge for Big Data usage in marketing is knowing **how to go from data to insight to impact**. Regardless how much data you have or how well you analyze them, without taking the right
decision it will not have a very big impact. Nevertheless, a huge impact is the main reason for companies to invest in Big Data adoption (Farah, 2013). Whether you create a higher customer experience, more sales, closer customer relationships or whatever impact it may be, this impact can only be achieved when taking the right actions. It is thus immensely important to interpret the Big Data analysis well and have a common sense about doing business right. Only then will Big Data Analytics pay off. A marketer should keep three things in mind when using Big Data: s/he should use Big Data to dig for deeper insights, get the insights to the right people and keep focused on a few key objectives instead of doing all at once.}

---

5.2 Big Data in Healthcare

It is a known fact that people nowadays live longer and in better circumstances. But recent technological developments will enable us to improve our health even more (Philips, 2016). If you are asked to think about some small steps that have been taken in healthcare, you immediately can think of devices such as step counters, wearables or electronic patient files. But these are just the beginning of a disruptive wave that is flooding over the healthcare industry. These examples mainly focus on measuring small things that can be linked to a patient’s lifestyle or his/her physical abilities. Although this may seem unimportant or trivial, the so-called ‘quantified health’ is going to be of vital importance according to many doctors (Wang, Kung, & Byrd, 2016). They will be able to collect targeted health records from patients, which facilitates the process of prevention. Preventive healthcare will become the standard of the future (Batarseh & Latif, 2015), and we all know prevention is better than to cure. With the tremendous increase in adoption of Electronic Health Records (EHR), various sources of information become available about patients across hospitals. The challenge in using these EHRs is in identifying the appropriate and effective uses of EHR data to improve patient safety in early stages without requiring additional effort from physicians, so they can focus on their work (Sun, Wang, Hu, & Edabollahi, 2012).

Another main advantage of Big Data in healthcare is that millions of patient records can be kept up in a large database and an analysis on these historical data can give insights in overlapping symptoms, common patterns and certain disease trends that may have been never even considered before. The KU Leuven for example is keeping track of anonymized patient data in a Big Data environment in order to come to new insights in different illnesses (Van Nieuwenhove, 2012). Lab data, prescribed medication data and diagnoses of general practitioners are the source of finding epidemiological trends and prescription behavior of doctors is mapped and analyzed. If these data are connected to medical files at hospitals in a cloud system, the advantages are unforeseen. A common discussed downside of this approach is that if this cloud system is hacked, violently abused or there is a leak, many companies can benefit from these data for profitable purposes24.

A nice example of how Big Data could impact public health can be found in the paper of Khoury and Ioannidis (2014). In 1854, the father of modern epidemiology doctor John Snow recorded the location of affected houses during the cholera outbreak in London. After quite some time and hard work, he implicated the water pump at Broad Street to be the source of the outbreak, without even knowing what the cholera organism was. With today’s technology, Snow might have utilized GPS info and disease prevalence data to solve the problem within hours. That is how diseases are mapped nowadays, to

---

prevent further collateral damage (Drexler, 2014). Cooperation with experts in the fields of biology and bioinformatics is also very admissible and thus it is unlikely that such a large-scale epidemic could take place in a metropolis in 2017.

This example demonstrates the importance of public health data in order to prevent large-scale diseases. On a smaller scale however, it is also of upmost importance to keep track of health data for every person individually in order to improve living standards in terms of personal healthcare. There are many applications that make use of Big Data techniques in healthcare, all serving a different purpose and with a different angle of incidence. In section 5.2.1, the most paramount applications are delineated and appropriate use cases are given to give a practical interpretation of the application. In section 5.2.2, the present and merging trends are discussed and section 5.2.3 gives an oversight of the issues and main challenges related to Big Data in the healthcare environment.

5.2.1 Applications

A huge variety of health data is being collected at a very high pace (Murdoch & Detsky, 2013). In the healthcare sector, Big Data analyses are used for very distinct purposes. According to Ottenheijm (2015), the applications can roughly be divided into two categories: business intelligence and medical intelligence. Applications that handle data for daily operations fall under the first category, as these are the business analytics applications. An example of this category are digital dashboards with insightful presented data for managers and directors of the hospital. The latter category, medical intelligence, includes data that are used for the purpose of patient care and scientific medical research. Decision supportive software or predictive analytics for patient treatments are examples of medical intelligence applications. In the remainder of this section, four application areas will be discussed, along with some practical use cases or examples to draw a clear picture of the Big Data healthcare landscape. First of all, the research opportunities are discussed. Research is essential in healthcare as behavior and lifestyle changes over time, so do diseases, infections and symptoms. Findings in the healthcare industry are universal and can save thousands of lives, so it is of the upmost importance to conduct research in the best way possible, preferably at a high pace. Secondly, preventive analytics is discussed. The saying goes ‘prevention is better than cure’ and this is certainly the case in hospitals. Patient safety is on the top of the agenda of (almost) all hospitals. If there is a slight indication of a certain disease due to specific symptoms in combination with the patient’s history and lifestyle, worse can be prevented with analytics. It is always better for doctors to get to the patient (or the other way around) in an early stage. Next to this, fraud detection is a main application of Big Data in healthcare. Fraud still counts for a significant amount of money in the healthcare industry and Big Data technologies can put an end to this by evincing
irregularities and fraudulent transactions. Finally, planning and scheduling gets a whole new dimension in the Big Data era. More data is used in scheduling personnel, based on expected patient admission rates and historical data. The likelihood of returning patients is considered, as well as popular illness periods. Hence, real-time optimization of nurse/doctor/operation room scheduling becomes the standard with a Big Data approach. After these application areas are discussed, two important techniques used within these applications are delineated. This is to concretize the way of operating of these applications.

1) Research Opportunities

The use of Big Data for healthcare discoveries in science is disruptive in comparison with traditional scientific research. Traditional research first formulates a research question and then collects data according to certain predefined samples to test the hypothesis. The usually modest amount of data is then analyzed to ascertain a causal relationship between two characteristics. The reverse is true for Big Data. With this new approach, data is collected first in considerably larger amounts with the aim of searching for expected and unexpected connections, relationships of links. Because of this reversed approach, there are a lot more findings than a sampled-approach could ever find. Research towards the functioning and impact of medicines follows this Big Data approach (Krumholz, 2014). Public health is thus largely influenced by these renewed research opportunities, and this is the main purpose of using Big Data in healthcare environments. Table 13 summarizes the goals with appropriate use cases and types of data.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Research</th>
<th>Public Health</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use Cases</td>
<td>BRAIN, Head Health Challenge</td>
<td>AEGLE, Yoda project, UK Biobank, PatientsLikeMe</td>
</tr>
<tr>
<td>Data</td>
<td>Social media, medical records, unstructured clinical data, population behavior data, genomic data, structured EHR</td>
<td>Social media, medical records, historical data, patient data, population data, structured HER, genetic data</td>
</tr>
</tbody>
</table>

Table 13: Research Opportunities Summary

25 https://obamawhitehouse.archives.gov/BRAIN
2) **Preventive Analytics**

With the introduction and further development of smartphones, a new world has opened for collecting data on behavior, lifestyle and health (Ottenheijm, 2015). Handy applications change mobile phones into step counters, sleep monitors or even medication guards. Another development is the rise of wearables (think of Fitbit, Withings, Jawbone or Samsung Gear Fit) that users can utilize to measure, save and compare their behavior and certain health values with others. Users can even share this data with their doctors, enabling the latter to get a better image of the patient. Hence, personalized patient care becomes possible. By combining the information of treatment outcomes with the patient’s characteristics and health values, treatments can become more and more personalized. Like this, diseases can be treated far more effectively than before (Chawla & Davis, 2013). Another purpose of healthcare analytics is to prevent the outbreak of large-scale epidemics, called epidemic control. While tracking the spreading and distribution of infections and analyzing illness patterns, public health can be improved by an increased reaction speed to prevent further outbreak. This facilitates the deployment of assistance in the affected areas in an effective and efficient way. *Table 14* gives a brief overview of available use cases for each purpose of preventive analytics.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Personalized Patient Care</th>
<th>Epidemic Control</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use Cases</strong></td>
<td>Propeller Health, Project Artemis, Center for Personalized Cancer Treatment (CPCT)</td>
<td>Epidemic in Vellore (India), Google Flu,</td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>Patient health values, medical records, public health data</td>
<td>Social media, public records, population data,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>medical records</td>
</tr>
<tr>
<td><strong>Papers</strong></td>
<td>(Katz, 2016), (Lonzer, 2015), (Proffitt, 2012),</td>
<td>(Lazer, Kennedy, King, &amp; Vespignani, 2014),</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Lopez, Gunasekaran, Kaur, &amp; Abbas, 2014)</td>
</tr>
</tbody>
</table>

*Table 14: Preventive Analytics Summary*

3) **Fraud Detection**

The presence of Big Data techniques allows organizations to easily detect financial irregularities and fraudulent practices. An investigation of the Dutch Care Authority showed that medical specialists, general health practitioners, nursing institutions and other caregivers had filed remarkable declarations for 800 million euros in 2012 (Nederlandse Zorgautoriteit, 2014). They invoiced significantly more hours than colleagues or let treatments run a little longer until they got a higher compensation. Estimates of the financial damage in the healthcare in the Netherlands diverge from tens of millions towards billions of euros each year (de Bruijn, 2013). The National Health Care Anti-Fraud Association in the USA even estimates that three percent of all health care spending, corresponding to 60 billion dollars and more, is
lost to healthcare fraud (Isbitts, n.d.). When detecting fraudulent practices, certain electronic mistakes can come to light. These can be caused by human mistakes and such, quality control gets a new dimension. The fraud detection software makes sure that there is an extra mechanism that checks whether everything is filled in right in the electronic data files. Table 15 summarizes the main applications for fraud detection.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Fraud Detection</th>
<th>Quality Control</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use Cases</strong></td>
<td>Center for Medicare and Medicaid Services</td>
<td>UnitedHealthcare, the Transformed-</td>
</tr>
<tr>
<td></td>
<td>(CMS), National Health Care Anti-Fraud Association</td>
<td>Medicaid Statistical Information System (T-</td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>Electronic health records, accounting data,</td>
<td>MSIS)</td>
</tr>
<tr>
<td></td>
<td>patient data, workflow data</td>
<td></td>
</tr>
<tr>
<td><strong>Papers</strong></td>
<td>(Brennan, Oelschlaeger, Cox, &amp; Tavenner, 2014),</td>
<td>(Barclay, n.d.), (Menon &amp; Sheth, 2016)</td>
</tr>
<tr>
<td></td>
<td>(Isbitts, n.d.)</td>
<td></td>
</tr>
</tbody>
</table>

Table 15: Fraud Detection Summary

4) Planning & Scheduling
The complexity of healthcare systems is often terribly intricated. Personnel schedules and rostering, patient scheduling, room scheduling… In an ideal hospital, these are all part of the same integrated system. The efficient and effective management of the personnel is of critical importance in a healthcare environment, as this counts for a vast share of the operational costs (Maenhout & Vanhoucke, 2013). A Big Data approach may however reduce costs in a hospital by leveraging its analytics. According to Harris, May, and Vargas (2016), accurate predictions of no-shows by patients may assist a clinic in developing operational mitigation strategies (such as overbooking appointment slots and special patient management). They developed a new predictive model to produce probability estimates. Based on this analysis, operational scheduling can be adjusted accordingly. Managing the flow of patients through a Big Data approach is far more optimal than the way it is conducted today. Hospitals are on the right way, but mainly use historic data. However, we have to look at the future and predict what will happen then, not solely based on how things went earlier. Patient experience is also hugely impacted by the Electronic Health Records (EHRs) that are available nowadays, enabling doctors to come to a diagnosis more rapidly thanks to the quick and easy access to patient data. Table 16 is a concise summary of important applications in planning and scheduling.
5) **Techniques**

The four prominent application areas discussed above are all disruptive in the healthcare area. During the past decade, they have proven to save lives, improve public health and prevent further epidemic spread in affected countries. There are two very important techniques that hospitals/researchers make use of most often: machine learning and text mining. What follows is a brief introduction to the technique and why it is an important technique in many healthcare applications.

- **Machine Learning** is a method of data analysis that automates analytical model building. It is the science of getting computers to act without being explicitly programmed\(^\text{26}\). It improves diagnostics, predicts better outcomes and is revolutionizing personalized care. A great example is the IBM Watson that saved the life of a woman dying from cancer (Bort, 2016). The Watson computer system ran her genomic sequence and found it she had two strains of leukemia instead of the discovered one. This enabled another and more substantiated cure. The process of continuous learning for machine learning is depicted in *figure 14* (Kearn, 2016).

\(^{26}\) https://www.coursera.org/learn/machine-learning
Raw data flows into the system and is pre-processed in order to become prepared data. In this step, data is cleansed and malicious data are removed. This is a continuous process of new input data towards data processing towards prepared data. This prepared data is then the input for the designed algorithm. This algorithm is applied on the data in order to develop a candidate model. This model constantly improves, based on the data and the machine learning algorithm. The machine ‘learns’ and makes the model better. Once this model reaches its best formation, it is chosen as the final model. This model is the basis for further usage and application.

In order to extract information from clinical or biomedical texts, a text mining technique is applied. Information is extracted and retrieved from text and combined to come to insights concerning certain symptoms of diseases or the effect of certain medicines that are used in combination with each other. The phenomenal growth of biomedical literature is the main reason healthcare practitioners switched to text mining analytics, as scientists need assistance in assimilating the high rate of new publications and discoveries (Zweigenbaum, Demner-Fushman, Yu, & Cohen, 2007). The purposes of this text mining approach are to recognize biological named entities, to identify relations between biomedical entities and extract valuable information from all publications and texts available. Figure 15 shows how to go from text to insights and knowledge creation (McDonald & Kelly, 2012).
This process starts with information retrieval. Individual documents of different sources are collected in order to be mined. The right information and papers are normalized via copying and annotated versions of the original document. This means they are all converted into a similar format to aid processing. Once the documents are normalized, the variety aspect of Big Data is omitted and textual analysis becomes possible. During this analysis, the entity identification recognizes the location of the names or words in the text whereas lexical identification breaks the syntax of the sentences into a series of tokens. This results in a derived dataset that is capable of semantic interrogation. Via semantic queries, information can be extracted from this database and knowledge can be discovered via certain patterns in the text that is analyzed.

5.2.2 Trends

Similar to the other discussed business domains, the healthcare sector undergoes disruptive, data-driven changes. More and more healthcare evolves towards a **new value framework**. Traditional tools do not always take complete advantage of the insight provided by Big Data Analytics, as these focus more on reducing costs rather than improving outcomes for patients. The latter should however always be given priority. More stakeholders will only benefit from Big Data Analytics insights if hospitals take a more holistic, patient-centered approach to value, one that focuses on both healthcare expenses and patient treatment outcomes equally (Datanami, 2013; Walsh, 2015). This new value framework focuses on five concepts: right living, right care, right provider, right value and right innovation (Kayyali, Knott, & Van Kuiken, 2013). Right living means encouraging patients to play an active role in their personal health by
making the right choices when it comes to diet, sports, prevention and lifestyle habits. Right care means that patients should always receive the most appropriate and timely treatment available. This requires a coordinated approach with a shared information system for different caregivers working towards the same goal. This also avoids duplication of efforts and suboptimal treatment strategies. The right provider is selected based on skills and abilities and s/he must try to achieve the best outcome. Right value denotes the continuous improvement thought of professional caregivers when it comes to healthcare quality (Philipson, 2016). Right innovation refers to the individual search of stakeholders in the healthcare process for identifying new therapies and approaches towards healthcare delivery.

It is expected by the European Commission (2013) that **public expenditure on healthcare and long-term care is going to increase by 30% by 2060**. This is caused mainly by the rapidly aging population (inverted population triangle), rising prevalence of chronic diseases and costly developments in medical technology (Heinrich, et al., 2016). Thus, there is an obvious need to improve the sustainability of the current health system models and most countries are already encouraging hospitals to follow this trend. It is proven in the research of the OECD (2010) that public spending savings could approach 2% of the GDP on average by improving the productivity of the healthcare system. For Europe, this account for approximately €330 billion (Heinrich, et al., 2016). Big Data technologies are supposed to enable breakthroughs and open up new opportunities. The equal focus on quality, access and cost of healthcare is different from the traditional focus of hospitals on cost, while meeting a certain standard of caregiving. This trade-off can be optimized by using Big Data technologies. **Figure 16 gives an example of this trade-off** (Heinrich, et al., 2016). This triangular trade-off is always present in healthcare, so it is extremely important for a hospital or caregiver to formulate how to address this trade-off in order to shape expectations.

![Figure 16: Trade-Off Triangle Healthcare](image)
5.2.3 Issues & Main Challenges

Based on scientific literature, we identified four main issues/challenges for healthcare analytics. There are of course more issues, but concentrating on these four can solve most of the (often delicate) problems. Some challenges aren’t discussed here as these are a general challenge or issue for Big Data applications in an OR environment. These are discussed in section 6.2 Future Challenges.

- First of all, managerial issues are present throughout the whole process. To realize the benefits of healthcare analytics, the organization needs to establish business analytics as an organizational and cultural objective, a component of its long-term strategy (Ward, Marsolo, & Froehle, 2014). The most important concern for managers are the people that comprise the healthcare analytics process, namely patients, physicians, nurses or other medical staff – all key stakeholders in the process. Empowering these people and increasing the transparency and quality of decision making are key goals for the analytics initiative. The benefits of healthcare analytics – such as automated routine decisions, evidence-based medicine practices, real-time information – can only be realized if clinicians, supporting staff and management all understand and appreciate the importance of analytics as a tool and a fundamental process within the organization. The lack of qualified individuals and the battle to retain capable and skilled personnel that can perform these often complex analytical and data-management tasks are also two important managerial issues that need to be noted. Manyika et al. (2011) estimated in 2011 that by 2018 there could be a shortage of 140,000 people with the appropriate analytical skills in the US. The battle of healthcare organizations against other companies that benefit from Big Data is also not in favor of the healthcare sector. For the time being, it even seems that this number will be exceeded by next year.

- Another main issue that is often cited, is that of data quality. This problem reoccurs in many business areas, and although it is not quite pleasant that there has been some noise or mistakes or irregularities in financial data or business data, healthcare data quality is inhumanly important (Miriovsky, Shulman, & Abernethy, 2012). The need to characterize the data’s fitness for use before utilizing it for any purpose in the data system is present because otherwise, there can originate a shortage of data at certain locations (because they are incorrect, outdated or not applicable) or a certain set of biases (Weiskopf & Weng, 2013). Two issues related to data quality are the price of acquiring qualitative data and the standardization of health data. Whereas the first is rather self-evident, the latter can be explained easily. When building an organizational culture that is data-driven, standardization in the processes and systems becomes the norm. In a
healthcare environment, this can lower the accuracy of electronic health data by means of misinterpretations (Ward, Marsolo, & Froehle, 2014).

- A problem of frequent occurrence is that of data collection. The continuous data collection process and data quality are inextricably linked, as organizations need to focus on high quality data collection (Redman, 2013). It is far better to have a smaller set of high-quality and rich data than a large set with a lot of noise and irregularities (Ward, Marsolo, & Froehle, 2014).

- A final large issue is that of data privacy and governance. The discussion of who is the owner of certain health information, who can use it and for which purpose is often not crystal clear. There are laws and regulations on national and European level concerning the protection of health data. American regulations are also far more different than European. Next to this, there are specific codes of conduct by occupational groups and in certain institutions that set additional requirements on how to cope with privacy-sensitive information. Several commercial parties could benefit largely from this information, so data handling needs to be conducted carefully. The different laws and regulations across national borders are also the breeding ground of many problems (Ottenheijm, 2015).

- Other challenges that relate to the above are heterogeneous patient sources, understanding clinical notes in the right context, the complexity of genomic data requires extra layers of technology on top of the Big Data technology and capturing the patient’s behavioral data through several sensors (his/her various communications and social interactions) (Sun & Reddy, 2013).
5.3 Big Data in Operations & Supply Chain Management (O/SCM)

Over the past few decades, ICT has served as one of the most important prerequisites for successful operations and supply chain management and it is expected to do so in the future (Pahl, Voss, & Sebastian, 2017). As well the logistics as the SCM field are developing very dynamically. Think of the capacities of enterprise resource planning tools (ERP), sensor networks, social network activities, cloud applications… Big Data applications are well recognized in the field of O/SCM and offer opportunities the sector has been waiting for a long time, but they also provide challenges in handling and decision analytics. The technology is present in the industry, but many organizations still need to learn how to use it properly or how to integrate it in their existing supply chain system. Scientific algorithms and methodological developments in the field of Operations Research need to be put into running systems, as the converting of theory into practice is vital for organizations to take advantage of this research. Only then is the research considered relevant and can it have a great impact (Liu & Yi, 2017).

Until today, little attention has been given to the use of Big Data Analytics for increased information exploitation in supply chain management (Kache & Seuring, 2017). Although it is gaining increasing attention in management, empirical research on this topic is still rather scarce. The qualitative exploration is still lagging behind in literature. There is little to no consistency in defining Big Data, identifying its purpose or establishing its role in supply chain management (Richey, Morgan, Lindsey-Hall, & Adams, 2016). In their research, Richey, Morgan, Lindsey-Hall, and Adams (2016) showed that practitioners in O/SCM have distinct definitions on the concept of Big Data, depending on the context. The common factor in their findings is that almost all practitioners agree that the huge available amount of data is going to transform business technology significantly. The future perspectives however differ widely on how to handle this massive data growth and rapid technology changes.

A practical example can be found in the research paper of Matthias, Fouweather, Gregory, and Vernon (2016). A multi-channel retailer from the UK had 19 branches nationwide and consisted of three divisions: inbound, retail and re-sales. Many year’s data from multiple outlets tracking all sales operations existed and the organization wanted to set up some sort of analytical platform to analyze it. A first problem that arose was the variety of the data: inconsistent, incomplete and inaccurate data were captured across the different outlets and delivery channels. Thus, the data needed to be ‘cleaned’ because of non-standardized data capture processes. An unexpected outcome for the company after setting up a Big Data platform and starting to analyze the data, was that certain sales patterns were discovered that nobody ever imagined, since they basically only looked at historical sales data to determine whether they were doing good business. The findings from the analysis of all company data were the breeding ground for a
new framework for decision making regarding both strategic and tactical aspects of the business. The problems they faced when setting up this Big Data platform also led to the standardization of data capture across the divisions and different channels to reduce future inconsistency. The management of the company has also recognized that the platform can be integrated and used for many other operational aspects. According to them, further mining of Big Data can help them enhance its market leader position.

This example clearly demonstrates the importance of Big Data Analytics in industry. The adoption of Big Data Analytics is slowly making its way towards a massive scale-adoption. In the remainder of this chapter, we will first discuss the distinct prominent applications, after which we sketch a future perspective for O/SCM regarding Big Data Analytics. At the end, we also give an overview of frequent and important issues and challenges the industry has to cope with.

5.3.1 Applications

There are many applications of Big Data in the O/SCM domain, as this domain comprises a lot of different subdomains. We focused on the most prominent applications, and categorized them into three distinct sections. Predictive maintenance is one of the most important uses of Big Data in the operations world, as this combines machine data with historical data into a Big Data approach towards prevention of machine failures. The system learns about past data records by some sort of machine learning, discussed later on in this part under the techniques section. This techniques section summarizes the techniques used in the three divisions of applications in O/SCM. The second application area discussed is that of process improvement. The name already explains what happens here, while process data is the enabler of obtaining the best solution of the designed model. Thirdly, risk management is a popular application area too. Organizations try to minimize the risk during operations or try to understand it. An extensive literature study on scientific research in the O/SCM domain can be found in the Annals of Operations Research (Mishra, Gunasekaran, Papadopoulos, & Childe, 2016).

1) Predictive Maintenance

There are several techniques used and combined in maintenance decision making and optimization of multi-component systems. The common factor is the predictive nature of these techniques, making predictive Big Data Analytics particularly suitable for maintenance purposes. As outlined in the introduction of O/SCM, the complexity of industrial equipment is ever increasing. This introduces many interdependencies between the different components in the supply chain and between the machines in the different plants (Van Horenbeek & Pintelon, 2013). The predictive maintenance model should also be dynamic and real-time, because otherwise the costs of implementing and maintaining this system is greater than the benefits. The purpose of predictive maintenance models is threefold. First and foremost,
failure prediction is the goal. An accurate prediction of when a machine will fail based on historical data and the current state of the machine, the operational data and performance data are combined to come up with a prevention plan. This plan ensures that certain parts of machines are replaced before the machine actually breaks down, preventing worse things to happen. Hence, maintenance and repair time is scheduled in such a way that the operational chain is interrupted as short as possible, at times it is less costly. Scheduled downtimes of the system are also way cheaper and less time consuming than unscheduled downtimes. Cost reduction is the second purpose of predictive maintenance. This is actually a logic consequence and underlying objective of the failure prediction, but machines and supply chain are approached purely from a cost perspective instead of an operational perspective. A third approach is one of improving safety. Several governmental institutions keep track of machine data and failure rates in order to continuously improve the safety of the system. Table 17 provides a brief summary of these three purposes, along with some use cases that approach maintenance from a different perspective.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Failure Prediction</th>
<th>Cost Reduction</th>
<th>Improve Safety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use Cases</td>
<td>Railways, MTConnect, Augury</td>
<td>Arimo, PTC Case Study</td>
<td>Siemens Tracksure</td>
</tr>
<tr>
<td>Data</td>
<td>Failure data, machine data, maintenance history data, sensor data</td>
<td>Machine data, condition data, sensor data, failure data</td>
<td>Sensor data, machine data, failure data</td>
</tr>
</tbody>
</table>

Table 17: Predictive Maintenance Summary

2) **Process Improvement**

Process control (and thus improvement as well) has been around in the industry for over twenty years, but recently it has taken a new direction. The rapid evolution of Big Data solutions facilitated significant advancements in process control by providing step change improvements in capabilities. Real time analysis and process control/monitoring is becoming the standard throughout the industry. In the PhD research study of Liedtke (2016), it has been argued that a company can benefit from integrating Analytics and Big Data with quality. The application of quality principles can potentially improve Big Data and Analytics initiatives and this can result in new sources of customer values or even a new source of competitive advantage for companies. The continuous drive from organizations towards process innovation calls for new technologies, offered by Big Data. There is however one very important remark on this notice: operations guys or data scientists analyzing the process data need to know and understand the process thoroughly and truly understand the flow of operations. Only then it becomes possible to
build and adjust the models towards process improvement (Dutcher, 2014). The purpose of using Big Data techniques in a process environment is to continuously innovate and to control the quality of the processes (in line with the total quality management philosophy). The following five key impacts of Big Data and its applications on quality management are opportunist for O/SCM (Roberts, 2014):

1) Correlating performance metrics across multiple plants
2) Perform predictive modeling of manufacturing data (cfr. the previous paragraph)
3) Better understanding of the supplier network performance
4) Faster customer service and support
5) Real-time alerts based on manufacturing data (leans towards the fault detection purpose)

Another purpose that serves process improvement is fault detection. This mechanism aims to identify defective states and conditions within industrial systems, subsystems and components. Since these systems tend to be high-dimensional in measurement nowadays, the traditional approach towards fault detection is no longer self-evident (Zhang L., 2016). The system should support the capture and real-time analysis of hierarchical process data, allowing the analysis to take place at multiple levels (both organizational and process levels). A final purpose of process improvement is to eliminate waste from the entire process and by extension the entire supply chain. By crunching huge numbers, Big Data Analytics enables companies to have an optimal stock policy and an efficient, leaner supply chain. This eliminates waste in all components. Table 18 provides a concise summary of process improvements, along with some use cases.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Process Innovation</th>
<th>Quality Assurance</th>
<th>Fault Detection</th>
<th>Eliminate Waste</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use Cases</td>
<td>Call Center Case Study, Biopharmaceutical Case Study, Beetrack</td>
<td>Intel</td>
<td>IBM, Fuji Electric&lt;sup&gt;27&lt;/sup&gt;</td>
<td>IBM, Datameer&lt;sup&gt;28&lt;/sup&gt;</td>
</tr>
<tr>
<td>Data</td>
<td>Process data, component data, historical data</td>
<td>Component data, process data</td>
<td>Plant state data, log data, process data</td>
<td>Plant state data, log data, process data, SC components data</td>
</tr>
</tbody>
</table>

<sup>27</sup> https://www.fujielectric.com/company/research_development/theme/bigdata_plant.html
<sup>28</sup> https://www.slideshare.net/Datameer/lean-production-meets-big-data-a-next-generation-use-case
3) Risk Management

No matter what happens in the supply chain, upstream or downstream, every manufacturer or component of the supply chain will try to minimize its own risk (Chopra & Sodhi, 2014). This often contravenes with the optimal global solution of the supply chain, but it is a natural behavior that a manufacturer tries to achieve its local optimum. Risk can take many forms and thus applications are very divergent as well. Several risk models have originated ranging from predicting probabilities of delay to lower customer demand by incorporating several market risk factors. All of them make use of Big Data to better predict future outcomes and also prescribe what actions to take, taking into account this risk. The rapid analysis of different information can assist organizations to forecast events that influence the supply chain and thus enables them to take measures for minimizing the associated potential risk. This includes both risk evaluation as resilience planning. The continuous monitoring of the entire supply chain facilitates the detection of performance deviations. The risk analysis process makes use of Big Data Analytics in all of its steps: organizations first identify the risk, then assess it after which they develop the right responses to the risk. The latter is closely related to the decision-making process in other domains. The final step is to develop a contingency plan or to take preventative measures for the risk in order to minimize the total risk. Table 19 provides a succinct summary of the applications of Big Data in risk management. Use cases are provided for the reader who wishes to further exploit this topic.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Identify risk</th>
<th>Reduce/allocate risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use Cases</td>
<td>Citigroup, DHL, Oracle, SAP</td>
<td>Deloitte, Capers Jones RiskMaster</td>
</tr>
<tr>
<td>Data</td>
<td>Social media data, supply chain data, supplier data, customer data, performance data</td>
<td>Projects data, historical data, process data</td>
</tr>
</tbody>
</table>

Table 19: Risk Management Summary
4) **Techniques**

There are several techniques used in Big Data applications in the O/SCM field. Some of them are already discussed in previous sections, so we focus here on techniques that aren’t delineated yet and that are very often used in the field.

- To find the root cause(s) of a problem that occurs when preventive maintenance wasn’t satisfactory, a **causal analysis** (or root cause analysis) is designated. In a causal analysis, the independent variables are considered as causes of the dependent variable. The aim of the analysis is to determine whether a certain independent variable really affects the dependent variable and what the magnitude of that effect is, if any. A root cause is the basic reason why something happens and this needs to be taken care of, not one of the symptoms it causes. The root cause analysis tree diagram (*figure 17*) indicates the breakdown from problem to corrective action. Big Data and Analytics are used in order to find the root cause. Starting from the problem, the causes are visually mapped. The main reason of these causes (= root causes) can be found with evidence-based techniques or simply by interviewing the personnel. The latter will then reveal their insights on the problem. Once these root causes are identified, corrective actions can be taken. It is important to adjust this action to the root cause and not simply to a cause of the problem. Otherwise, latent problems will remain present in the organization.

- **Data mining** follows more or less the same approach as text mining (see section 5.2.1 Applications of Healthcare), but differs from it because it is even more comprehensive. It is the computational process of discovering several patterns in large datasets involving different methods such as artificial intelligence, machine learning, statistics… The purpose of data mining is to bring out knowledge and significant information that is hidden in the combination of available data (Toma, 2010). Trends in the data can be identified as well. The scope of data mining in O/SCM reaches from anticipating the future demand (forecasting), to the optimal supplier base (procurement),

![Figure 17: Root Cause Analysis Tree Diagram](image)
to the optimization of transportation moves, to monitoring the state of production and the supply chain ecosystem (risk management), to logistics optimizations and to the analysis of overall patterns influencing the planning and managing of the daily operations and the supply chain in general (Lehmacher, 2016).

The field of study interested in the development of computer algorithms for transforming data into intelligent actions, is called machine learning. Massive data growth necessitated additional computing power, which in turn inspired the development of statistical methods for analyzing these larger datasets. This triangular relationship, depicted in figure 18, is the foundation of machine learning (Lantz, 2013a). The more available data, the more advanced the statistical methods and the more computing power. These three are very strongly interrelated and this continuous cycle of advancement allows even larger and more interesting data analyses. The essence of this technique is to make sense of complex data, in a desired time span. Machines are said to ‘learn’ if they are able to take their previous experience and utilize it in such a way that it improves their future performance on similar experiences. The five steps of the machine learning process are collecting data, exploring and preparing the data, training a model on the data, evaluating model performance and improving the model performance (Lantz, 2013b).

Figure 18: Triangular Relationship Machine Learning

5.3.2 Trends

There are many trends noticeable in the O/SCM field, as this is a continuously improving field. Many firms and organizations exhibit the same changing characteristics towards a better outcome, resulting in many widely-adopted trends. Organizations look at the industry and try to imitate competitors or large firms that perform well, but all firms try to be unique in a way of conducting this change or in riding these waves/trends.

The trend towards incrementalism in the O/SCM profession has led to the challenge of practitioners to demonstrate the worth of O/SCM to business and society. However, to get published in the better journals, researchers may not be too innovative in their thoughts or even with their methodology.
(Simpson, et al., 2015). This causes research in the O/SCM field to be rather incremental than disruptive and of low relevance. There is a great gap between industry/practice and theory and to be directly useful, research needs to be not too innovatory because otherwise, the industry can’t keep up and the research paper gets rejected or given less attention. This is a notable trend, due to the inertia of many big companies.

Firms mainly focus to become an expert in a particular field and specialize in one particular process, product or component of the supply chain. This of course creates a much more complex entire supply chain system, requiring more flexibility from the firms involved. Companies try to be more flexible and more apt to change by using Big Data Analytics in their Operations Research approach. The ability to adapt rapidly to changes in the product mix demands, in volumes required by a successor in the supply chain or in delivery schedules has become a major competitive strategy. It has also become a major competitive advantage for firms that showcase the highest extent of flexibility. Some authors refer to this as agile manufacturing (Dubey & Gunasekaran, 2014). More flexibility comes at a certain cost, so Big Data Analytics are applied in order to cut costs and find appealing insights at a high pace. Because speed and insights can lead to more flexibility.

A third noticeable trend is the rise of data-driven business process re-engineering (BPR). BPR involves drastic measures or break-through improvements to increase the performance of a firm. Operations managers must look at the existing processes and how they are interrelated. Then they have to analyze this as-is model and try to figure out whether and where there is a bottleneck or where operational improvements are possible. Big Data Analytics can help them to come to these insights. The principles of methodologies like Six Sigma, Kaizen and the Theory of Constraints are considered when redesigning the business process map. According to a Deloitte study (2013), the integration of an organization’s three key dimensions is critical during process re-design. People, processes and technology must go from intersected to integrated, as figure 19 shows (Deloitte, 2013). A clear governance structure as support is critical in sustaining a data-driven and fact-based organizational culture and the effective capture, analysis and movement of data.

![Figure 19: From Intersection to Integration of Key Dimensions](image-url)
5.3.3 Issues & Main Challenges

As often with new, disruptive applications in business domains, the benefits come at a certain cost and with certain challenges. For O/SCM, this is not different. Most difficulties are already present in traditional approaches, so these are not inextricably linked to the Big Data approach, but more to the nature of O/SCM. The recent overload of data and the opportunity to gather and monitor more data at the same time, do make sure that the capacity of traditional systems need to be revised and that these new systems need to cope with the following challenges.

- **Management decisions** that are based on the insights given by Big Data Analytics are only as good as the data on which they are based (Hazen, Boone, Ezell, & Jones-Farmer, 2014). The data quality problem is tragically strong present in the O/SCM environment. Many methods are thought out for monitoring and controlling data quality, resulting in a total quality management approach inside O/SCM. In the past, many authors have shown the impact of poor data quality on business decisions (Warth, Kaiser, & Kügler, 2011) and even estimated the losses to exceed billions of dollars per year (Dey & Kumar, 2010). Next to this, there are intangible losses connected to the poor data quality as well such as customer dissatisfaction, suboptimal decisions, job dissatisfaction and propagation of mistrust between and within organizations.

- **Complexity** derived from the physical supply chain network, the product and service mix and the systems that manage the supply chain propagate in the complexity of coming to Big Data Analytics insights. Big Data Analytics however are the solution to the exponentially growing complexity in O/SCM, as internationalization, increased collaboration and growing volumes of different products and volumes are key characteristics of the second decade of the 21st century (Leveling, Edelbrock, & Otto, 2014). To increase supply chain and operational visibility to handle complexity and to support decision making, Big Data technologies will need to keep evolving in order to cope with this increasing complexity. Model management is also an issue related to the complexity of today’s supply chains. Severely time-compressed decision loops need to run thousands of models in just a few seconds or minutes, which implies that models need to be very up-to-date and disruptive to handle this complexity.

- At the moment, the relevancy of research in the O/SCM domain is quite lagging the disruptive technology developments. The link with managerial practice is often disregarded. It is rather a tactical domain, whereas business school focus more on strategic issues, leaving operations behind. There clearly is a growing research gap in this domain, but section 6.1 Research Gaps is devoted to this topic.
5.4 Big Data in Public Services

Since the financial crisis struck many organizations, banks and governments in 2007-2008, a lot has changed in the pursuit of doing business and the development by public services and the public sector in general. The main impact of the crisis was that cost improvements and high efficiency became the leitmotif in shaping public services and in innovative public projects (Curry, Blijleven, & Van de Walle, 2014). This may of course not affect the quality of the services, so new technologies and approaches needed to be considered. The financial crisis became an incentive for governments and public authorities worldwide to innovate towards cost-efficient, high-efficiency and qualitative public services for its citizens. Some countries and authorities however experienced this reformation as rather negative, with an adverse effect on services (Claessens & Kodres, 2014). Worldwide, increased attention was given to performance-related reformations, along with media attention and increased citizen expectations. This enhanced the transparency and openness of the public sector processes and gained more trust and comfort by citizens who make use of the services. On the other side, the financial crisis ensured a rupture in citizen trust in government, which is now still being restored. Many authorities and organizations became privatized as well (Curry, Blijleven, & Van de Walle, 2014).

With the raise of Big Data and its tendency towards a closer relationship with the Operations Research field, discovering new ways for analyzing and managing Big Data to create value would also increase the accuracy of predictions in predictive models. This improves the management and security of transportation infrastructure and enables more informed decision-making in the entire transportation industry (Vlahogianni, Park, & van Lint, 2015). These accompanied challenges may drive new opportunities or insights and even transform the way transportation and traffic engineering phenomena are perceived nowadays. Public authorities often dispose of exuberant amounts of data, but most of them are never used. The adoption of Big Data Analytics in public services can help to crunch these often unused data to help shape the urban landscape and find ways to cope with problems related to public transport and traffic.

Another challenge public services and governments face, is the increasing population living in the city. This puts pressure on environmental issues, livability, housing, transport… Cities need to become ‘smarter’ in order to keep carrying this increasing population. A great example can be found in the city of London (Weinstein, 2015). London is the second largest city in Europe and one of the largest cities in the world. Therefore, a large and comprehensive public infrastructure is required to make this city livable. A reasonable amount of the governmental budget goes to public transport, as this is considered by the
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English authorities to be the main differentiator for a city to make it livable. To give an example of the magnitude: in 2014, nearly 2.5 billion journeys were made by bus and 1.26 billion by the London Underground. With a growing number of citizens expected, the city is faced with these public service challenges and they are urging. The city of London makes use of Big Data and Analytics for numerous things in transport: it stores the Oyster and contactless public transport cards, it analyzes bus location data, traffic information is shared real-time, social media are used to communicate with travelers, traffic capacity planning, automatic fare refunds, influencing travel… (Weinstein, 2015). Big Data Analytics is seen as the answer to many questions and challenges the city faces. This brings us to the next section of Big Data Analytics in public services, namely its applications.

5.4.1 Applications

The above introduction of Big Data and Analytics in public services already suggests there are many applications of Big Data Analytics in the public sector and where governments can make use of. All serve a particular purpose or are used to cope with a certain challenge. Many challenges are addressed simultaneously as well, since they are often interrelated. First of all, smart cities are discussed. Smart cities serve different purposes and is a first category for Big Data applications. Challenges such as transportation, housing and waste management are considered in smart cities. Secondly, public data hubs are laid out. More and more, enormous data amounts are gathered in one place, accessible by governments and public services. Often times, the government opens (parts of) these hubs to private companies, in order to stimulate the economy. The purposes of these data hubs are thus to improve transparency and to personalize citizen experiences, but is also used on a large scale to reduce tax and social security fraud. Thirdly, the application area of security intelligence is touched. In uncertain times, Big Data Analytics can be used to counteract terrorism and to employ efficient law enforcement, but also to raise regulatory compliance. Subsequently, the techniques used in these applications are discussed. This gives the reader a clear insight in the process these applications go through.

1) Smart Cities

As the concept of a ‘smart city’ gains wider currency, there is still confusion about what it really is. The importance of smart cities is discussed in scientific literature (Mori & Christodoulou, 2012), as cities play a prime role in social and economic aspects worldwide and they have a huge impact on the environment. As an illustration: 75% of the population in Europe lives in urban areas and the number is expected to increase to 80% in 2020 (Albino, Berardi, & Dangelico, 2015). Urban sustainability in all its aspects is on top of the agenda for almost all countries in the world. The promotion of an anthropocentric approach, according to which cities should respond to people’s need through sustainable solutions for social and
economic aspects, is obliged according to many authors (Berardi, 2013a, 2013b; Turcu, 2013). What a smart city looks like is summarized in the following table (based on Lombardi, Giordano, Farouh, & Yousef, 2012):

<table>
<thead>
<tr>
<th>Components</th>
<th>Related aspect of urban life</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smart economy</td>
<td>Industry</td>
</tr>
<tr>
<td>Smart people</td>
<td>Education</td>
</tr>
<tr>
<td>Smart governance</td>
<td>e-democracy</td>
</tr>
<tr>
<td>Smart mobility</td>
<td>Logistics &amp; infrastructure</td>
</tr>
<tr>
<td>Smart environment</td>
<td>Efficiency &amp; sustainability</td>
</tr>
<tr>
<td>Smart living</td>
<td>Security &amp; quality</td>
</tr>
</tbody>
</table>

Table 20: Smart City Components

The six components in table 20 are more or less the same as the purposes of smart cities, namely improving these components as regards costs, efficiency and sustainability. Smart economy relates to the industry and the way firms do business in a smart city. Cities and governments work more closely with companies in the city in order to create synergies, based on shared knowledge and data. Smart people relates to the education system. Education is based more on technology and the internet, as young people are the future workforce of this digitalized world. More and more integration of internet and software is included in the smart education system. Smart governance relates to how governments and public services govern their services. Smart mobility on its turn relates to public transport, traffic engineering, smarter cars etc. A smart environment is related to waste reduction in cities as regards energy consumption, garbage collection and public parks/domains. Smart living is the final component and relates to the security of citizens in smart cities and their quality of living. The following tables (table 21 & 22) summarize the applications of Big Data (Analytics) that help cities to become smarter. Use cases are provided for the interested readers who want to know more about certain aspects of smart cities. This topic is very extensive and is a very hot topic in scientific literature, so this summary is rather to give a clear and concise idea than it is a complete collection of use cases and papers with extra information.
<table>
<thead>
<tr>
<th><strong>Goal</strong></th>
<th><strong>Smarter Economy</strong></th>
<th><strong>Smarter People</strong></th>
<th><strong>Smarter Governance</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use Cases</strong></td>
<td>Power of Three (EY), APIs</td>
<td>Smart Schools, Sandy High School[^30], Grass Valley Elementary School[^31]</td>
<td>SCiGov[^32], Neighborland[^33]</td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>Population data, sensor data, open databases</td>
<td>Population data, student data, school data</td>
<td>Population data, administrative data, infrastructure data, social media</td>
</tr>
<tr>
<td><strong>Papers</strong></td>
<td>(Atalla, Banks, Littlejohn, &amp; Hiscock-Croft, 2016), (Pettey, 2016)</td>
<td>(Williamson, 2015)</td>
<td>(Kumar, Singh, &amp; Gupta, 2016)</td>
</tr>
</tbody>
</table>

Table 21: Smart Cities Summary (a)

<table>
<thead>
<tr>
<th><strong>Goal</strong></th>
<th><strong>Smarter Mobility</strong></th>
<th><strong>Smarter Environment</strong></th>
<th><strong>Smarter Living</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use Cases</strong></td>
<td>Transport for London, Uber, Lyft, Zipcar, Car2go, Carma, Zimride</td>
<td>Forest fire detection, earthquake early detection, monitoring air/water/soil quality, Padova Smart City</td>
<td>Ambient Assisted Living (AAL), Keep In Touch (KIT)</td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>Population data, traffic data, GPS/location data, smart camera data, sensor data</td>
<td>Population data, weather data, GPS/location data, sensor data</td>
<td>Population data, health data, sensor data</td>
</tr>
</tbody>
</table>

Table 22: Smart Cities Summary (b)

[^33]: [https://neighborland.com/](https://neighborland.com/)
2) **Public Data Hubs**

Governments around the world see Big Data Analytics as an opportunity to help them meet their goals in different directions. The free and continuously enlarging flow of information from public organizations/governments to citizens promotes greater trust between these citizens and their government. This improved transparency creates a mutual trust between citizens and governments and results in richer data hubs. It can also be used to collect, organize and analyze large amounts of data from government computer networks to give cyber defenders greater ability to detect and counter malicious attacks. Governments also use Big Data Analytics to better understand national or regional sentiment or to learn what citizens need. Public services and the addition of these are adapted to those needs. If there is some agitation to a certain extent in a city or district, adjusted police forces can be put to work. Tax and social security fraud can be more easily detected as well in large amounts of data. Algorithms are used to detect patterns and thus find suspicious transactions occurring in real-time. Tax paying behavior is also mapped with the help of different data, at local and national level. *Table 23* gives a small summary of public data hubs and its goals, accompanied with some use cases.

<table>
<thead>
<tr>
<th><strong>Goal</strong></th>
<th><strong>Improved Transparency</strong></th>
<th><strong>Personalized Citizen Experiences</strong></th>
<th><strong>Reduce Tax &amp; Social Security Fraud</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Use Cases</strong></td>
<td>Data.gov[^34], Open Government Data[^35], Open Data Portaal[^36], Chicago Open Data, DataMarket[^37]</td>
<td>Smart Tourism Destinations, hyper-personalization</td>
<td>Internal Revenue Service</td>
</tr>
<tr>
<td><strong>Data</strong></td>
<td>Population data, public available data</td>
<td>Population data, cookies data, public data, social media data</td>
<td>Population data, social data, local and national data sets</td>
</tr>
<tr>
<td><strong>Papers</strong></td>
<td>(Kassen, 2013)</td>
<td>(Celdrán Bernabeu, Mazón López, Giner Sánchez, &amp; Ivars Baidal, 2016), (de Roys, et al., 2017), (Lohrmann, 2014)</td>
<td>(Kim, Trimi, &amp; Chung, 2014)</td>
</tr>
</tbody>
</table>

---

[^34]: https://www.data.gov/
[^35]: https://opengovernmentdata.org/
[^36]: https://data.stad.gent/
[^37]: https://datamarket.com/

*Table 23: Public Data Hubs Summary*
3) **Security Intelligence**

At times of great uncertainty, security of citizens is of the highest importance in many countries. Big Data Analytics can be used to enhance this security. First of all, federal governments use it to combat terrorism. Data lakes with both classified and unclassified information are explored in order to identify threat patterns and predict potential sources of domestic terrorism. To control access to these lakes and to protect personal privacy, coded data tags are connected to the data logs such that this information does not fall into the wrong hands and privacy is always guaranteed. A second purpose of security intelligence is to efficiently deploy police/law enforcement. By analyzing crime trends and historical data, Big Data Analytics can have a significant impact on law enforcement. Relationships are assessed between people by analyzing places and factors such as age categories, social standards… By crunching these numbers, crimes are predicted in neighborhoods and what the chances are something is going to happen. More officers will patrol in these neighborhoods when a crime is likely to happen. This can either prevent crimes from happening or prevent further escalation by the proximity of law enforcements. Security intelligence is also ideal to improve safety in general. Online data and cookies are used in order to find patterns of fraudulent practices or security breaches. Regulatory compliance is the main purpose here. *Table 24* provides a small summary on the subject of Security Intelligence.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Counteract Terrorism</th>
<th>Efficient Law Enforcement</th>
<th>Regulatory Compliance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use</td>
<td>GIS Federal(^{38}), Neptune &amp; Cerberus (Homeland Security)</td>
<td>Los Angeles Police, Durham Police Department North Carolina</td>
<td>ECHO(^{39}), PRISM, NSA Google Cookies</td>
</tr>
<tr>
<td>Cases</td>
<td>Surveillance data, sensor data, GPS/location data, social media data</td>
<td>Crime history data, social media data, census data</td>
<td>Population data, social media data, cookies</td>
</tr>
<tr>
<td>Data</td>
<td>(Shi, 2014), (Strohm, 2016)</td>
<td>(Berg, 2014), (IBM, 2015)</td>
<td>(Greenwald &amp; MacAskill, 2013), (Feloni, 2013)</td>
</tr>
</tbody>
</table>

*Table 24: Security Intelligence Summary*

4) **Techniques**

Of the techniques that aren’t described yet, the following are used on a regular basis in security-related intelligence applications:

\(^{38}\) http://www.gisfederal.com/
\(^{39}\) https://echo.epa.gov/
Natural Language Processing (NLP) is a subfield of Artificial Intelligence (AI), concerned with making computers understand the sayings or words written in human languages. It is a way for computers to analyze, understand and give meaning to human language in a smart and useful way. Several tasks are possible such as translation, automatic summarization, named entity recognition, sentiment analysis and speech recognition. The latter two are particularly useful in a security intelligence setting. Computers can also make sense out of social media posts, blogs and obscure forums in order to prevent crime from happening or to interact when needed (Kiser, 2016). Suspicious users are further investigated and the algorithm links their social media accounts, blog profiles and forum profiles. In general, NLP follows five subsequent steps, as figure 20 shows. First of all, a lexical analysis takes place. This involves identifying and analyzing the structure of the words. This step divides the whole text/recording into paragraphs, sentences and words. Secondly, these paragraphs are parsed in a syntactic analysis. In this step, the words in the sentence are analyzed for grammar purposes and to determine the relationship among the words. The third step is a semantic analysis. This means that the text is checked for its meaningfulness. Syntactic structures and objects are mapped in the task domain. After this, a disclosure integration is obtained by checking the sentences that proceed and succeed one another. The meaning of a sentence depends upon the meaning of the previous sentence and vice versa. A final step consists of a pragmatic analysis. Everything what was said is re-interpreted on what it actually means and whether this makes sense. Real-world knowledge is required in this final step and it serves as some sort of feedback mechanism.

![Figure 20: Subsequent Steps Natural Language Processing (NLP)](https://www.tutorialspoint.com/artificial_intelligence/artificial_intelligence_natural_language_processing.htm)

Cognitive computing is a little more comprehensive than NLP. It describes technology platforms that combine reasoning with machine learning, NLP, speech, vision and human interaction. The purpose of cognitive computing is to improve human decision making. The result is a computer that can mimic the way the human brain works. This is a very advanced and complex technique that is up until now not used on a large scale. Rather, there are some smaller experiments and research towards the subject. As computers will become more able to think like humans in the future.
future, this will expand our capabilities and knowledge. Governments can benefit widely from this knowledge and share it with their people (Marr, 2016d).

5.4.2 Trends

Reviewing Big Data projects and initiatives in the public sector of several countries worldwide, it became clear that there are three notable trends: smart cities are slowly becoming a reality in many countries, governmental applications are rather marginally classified as ‘Big Data’ but this is improving and there is a rise in smart governments, called e-governments.

- Smart cities are already discussed in the applications of this sector, but over the next decade it is likely that the **real-time smart city will become a reality** in many cities. Cities are considered ‘engines of economic growth’ as they attract people, activities, investments, organizations and this contributes to the national economic output. It is estimated that this results in further urbanization until 2050 in almost all major regions worldwide (United Nations, 2014). From a sustainability and ecological viewpoint, this is practically infeasible. To reach the ideal state of a smart city, a closer collaboration between governments, the private sector, civil society organizations and citizens is required. The transition of a conventional urban economy to a smart economy is already gradually progressing in many cities, but this goes rather slow (Vinod Kumar & Dahiya, 2016). It is expected that this will accelerate in the near future, as technology adoption and habituation accelerates as well.

- Most projects that are operational or being implemented today can only **marginally be classified as a ‘Big Data’ application**. The majority of ‘Big Data’-projects make use of structured databases and not of real-time and unstructured data. It is called a Big Data-project because of the high volume of the data, but this only accounts for one of the three V’s of Big Data (see section 2.1.1 Big Data). By definition, they are Big Data projects, but they do not take on the challenge of variety and velocity. It is expected that this will increase in the future, as public services will become more familiar with Big Data technologies (Manzoni, 2017). But at this point in time, we can say that Big Data applications are still at an early stage of development in the public sector of most countries, with only a handful of projects in operation (Kim, Trimi, & Chung, 2014).

- In the next decade, experts foresee a **rise in e-governments**. Governments that are experimenting with several Big Data techniques improve governmental performances with Analytics and bring data-driven decision-making to frontline employees. Around the globe, more and more governments will start to develop such a smart government, classified as an e-government (van Rijmenam, 2015). A consequence that is closely related to this trend is the tendency of
governments to open up their data sets and work with open APIs to enable the economy (startups, enterprises, public organizations…) to easily connect with their government. This creates a synergy, as more data becomes available for the government, which benefits future public services, and the economy of the country benefits from the exposure of data.

5.4.3 Issues & Main Challenges

Governments often dispose of even more data than private companies, but this brings along more complex issues and challenges. Who bears the responsibility of all those data? How can a government make sure that there are no security breaches and that privacy is guaranteed? Is all data available useful? Those are but a few questions that are stringent for governments that want to become more digitalized, evolving towards an e-government. Specific challenges related to this are the following.

- With data ownership comes great responsibility for its management, storage, use and misuse (Morabito, 2015). But who really bears the responsibility in the age of open and public data? In theory, public organizations and governments are the custodians of our data, but they can use it like they want in exchange for providing citizens with public services and promoting public goods (Gudipati, Rao, Mohan, & Gajja, 2013).

- Privacy will be largely discussed in section 6.2 Future Challenges, but deserves to be mentioned with the challenges in public services as well. Citizens are keen on their privacy and would like to have something to say in what happens with their data. The point where that is possible is unfortunately long gone, as everything and everyone creates data nowadays and most often this is tracked as well. This however does not mean that governments can do what they want with these data. In order to maintain citizens’ privacy, data encrypting and anonymization of the used data is of high importance. Governments will have to prove what value Big Data can create and why they have to collect data from citizens, for what purpose. If this is not clear, people will feel being spied upon, as if a big brother is watching them. This may of course not happen, because then data collection will become far more difficult and more issues will rise.

- Related to the previous issue, is the one of data security. This is also a challenge that is applicable in almost all domains, but is even more applicable for public services and governments. A security breach in of the secure data lakes from the government can have disastrous consequences as this information is highly confidential. In the wrong hands, this can be very dangerous.

The above described issues are specific to the use of Big Data and analytics in the public sector, but these are also common issues in Big Data Analytics in general. In the following chapter, a large section is devoted to the future challenges of Big Data (Analytics) in general and the incorporation in OR.
6. Future Perspective

To fully capture the whole story of Big Data and Analytics in an OR environment, it is important to not only look at how things are at the moment and which applications are already present. A glance at the future can reveal many insights on top of the established knowledge and technologies. To many people, the use of Big Data and Big Data Analytics may already seem a little futuristic, but it is not only a here and now phenomenon. You can say it is more of a journey than it is a destination. What is now possible and accessible for some organizations, will become self-evident in a few years and will be adopted on a large scale in many companies. But these applications are often only just scratching the surface of what’s possible (Teradata, 2017). If we should compare the road of Big Data Analytics with a marathon, it is still in the warm-up stage, getting ready for what’s further down the road.

In section 6.1, scientific literature is assessed. More specifically, we look at what has not been written yet or where there exist research gaps. A lot has been written on Big Data and Analytics but most papers are only marginally contributing to the general knowledge. Many calls have been made by renowned literature providers and publishers on some very specific topics related to Big Data and Analytics. This also shows the importance and urgency on further research or deeper exploitation on certain topics that possibly have high value for several business domains. The distinction is made between research gaps of Big Data and Analytics on the one hand and the combination with OR/MS on the other.

After that section, we dive into the challenges Big Data and Analytics will face in the future in section 6.2. Many of the challenges and issues are already discussed in Chapter 5, but this section will rather delineate the universal challenges and issues. Privacy, security and ethics are very interrelated and will probably be an all-time problem, whereas technology and data characteristics are inherent to the novelty and fast evolution of Big Data Analytics. Challenges inherent to the nature of OR close this section.

Section 6.3 discusses the future opportunities for Big Data Analytics and which direction it could take to maximize economic value. There are three major fields related to Big Data Analytics that could open many opportunities in the future. The first is artificial intelligence (AI). In combination with Big Data, AI creates smart systems that will think for us and that take on the challenges related to Big Data. The second one is the combination of Big Data Analytics with virtual and augmented reality. This should enable managers and policy makers to fully grasp the problem analysis by visualizing the data such that it fits in the human perception and capabilities. A third major opportunity lies in the combination of Big Data Analytics with Internet of Things. Commonplace objects tend to become smarter in the future, as they are more and more connected to the internet via sensors, buttons, cameras… This creates huge opportunities in daily management, massive-scale analyses and autonomous decision-making objects.
6.1 Research Gaps

In the following section, the research gaps of scientific literature on Big Data and Analytics are revealed. After that, the same is done for OR/MS with regards to Big Data and Analytics. The main objective in research in the near future should seek to both incorporate the unique aspects of the OR/MS discipline, as well as the innovations, concerns and unique characteristics of the Analytics age. The combination of the two disciplines has been discussed widely, but more in an analytical viewpoint than an operational.

6.1.1 Gaps in Big Data (Analytics)

Saying that a lot has been written on topics related to Big Data (Analytics) is really an understatement. Scientific literature is overwhelmed by the presence of published articles, millions of new blogposts come out every day, entire books are published on a daily basis… This is closely related to the ‘hotness’ of Big Data, but also reveals that there is a lot to investigate related to this topic. It also means that not everything has been written yet. During the writing of this dissertation, we experienced first-hands how difficult it was to find appropriate sources or research on certain topics.

The main reason for this dissertation was to give an overview of applications in certain business domains, which are similar to and can be extended to almost all business domains. Clearly, up until today there is no literature overview of applications of Big Data Analytics in OR. On the website of Elsevier, one of the world’s major providers of scientific, technical and medical information, a special issue has been calling for the submission of papers. The aim of this special issue is to collect state-of-the-art research findings on the latest development, up-to-date issues and challenges in the field of Big Data Analytics for business intelligence (Liang, Shen, & Guo, 2016).

Next to the call for papers of Elsevier, there has been a call for papers for the 6th IEEE International Congress on Big Data. Their call especially reaches out to submissions that describe techniques and tools for handling big variety and high veracity as well as Big Data applications for enterprise, government and society. Other topics they would like to acquire are value improvement by Big Data, Big Data models and algorithms, Big Data architectures and management. Security and privacy are also very high on the wish-list. Other recent call-ups in the same range have been made by the MDPI, the Multi-Conference on Computer Science and Information Systems and by IEEE for the International Conference on Big Data.

42 http://www.ieeebigdata.org/2017/cfp.html
43 http://www.mdpi.com/journal/information/special_issues/data_driven_science
44 http://bigdaci.org/call-for-papers/
45 http://cci.drexel.edu/bigdata/bigdata2017/CallPapers.html
The common factor of these calls is to gather relevant sources and to give a clear overview of Big Data applications and issues related to the use of these applications. Once this is mapped out to a certain extent, best practices of these applications and techniques can be combined to form newer and even better applications. Insights can be gained from this extensive overview.

Another prevailing question in the field is how the risk of sharing datasets should be accounted when it is unknown what auxiliary datasets they will be combined with in the future. This is chiefly relevant for public datasets and shared datasets between the government and private companies. It is the strength and peril of large-scale data analytics that it has the capacity to combine datasets relatively easily from highly different contexts. This enables the data to become very flexible and perpetually available for repurposing, but this also brings along a major risk. These unknown and unpredictable auxiliary datasets can be used to re-identify personal data in a research dataset, which means that the risks faced by subjects of data research are not limited to the context and lifespan of a sole project. Historically, researchers have not been held accountable for such far-reaching consequences (Metcalf, Keller, & Boyd, 2016). Future research focused on empirical measurement and consistent accounting of such risks is strongly needed into scientific literature.

An unaddressed, yet important issue is that of the ecological and environmental impact of the rise in Big Data research and Big Data industry. The propagation of data intensive internet applications strongly drives energy usage outside of the control of industry leaders (Metcalf, Keller, & Boyd, 2016). Research towards the sustainability of Big Data in the industry is lacking in scientific literature. The trade-off between performance and energy-efficiency has not been exploited yet, as the focus now is merely on performance. The reason behind this is the focus on real-time performance and high pay-off, because the value of Big Data Analytics still needs to be proven in many organizations. Therefore, the ecological and environmental consequences are often neglected in this merging phase of Big Data.

6.1.2 Gaps in OR/MS with regards to Big Data Analytics

Mortenson, Doherty, & Robinson (2015) delineate six future research agendas for OR/MS in the Analytics age: leveraging Big Data volumes, utilizing new data architectures, incorporating unstructured data, streaming data and real-time analysis, visualizing data and OR/MS and the wider ecosystem. These six agendas perfectly summarize the research gaps that exist for smoother incorporation of OR/MS in Big Data Analytics or the other way around.

The first topic on the future research agenda is how to leverage big data volumes. Datasets have grown exponentially the past few years and this is causing huge challenges for both the technologies as for the quantitative methods used. Statistical significance in large datasets gets a whole new dimension. In the
traditional OR/MS approach, the pressing concern was often to collect enough data to find significant effects. The opposite is true for large datasets: almost every relationship can be measured as significant at the 5 percent level (Mortenson, Doherty, & Robinson, 2015). This urges to rethink established standards and reassess what methods can be used for hypothesis testing and model validation in such big datasets. Another question rises in the contradiction of the simplicity of an OR/MS model and the complexity and variety within a big dataset and how these can be combined to get value of this combination.

A second topic is the utilization of new data architectures. Many new types of databases, architectures and techniques arise and are at the technological end of the spectrum, whereas OR/MS applications are rather standard and straightforward. The need to demonstrate how these applications can be aligned within this new architectural framework in scientific literature is called upon by many authors (Anagnostou & Taylor, 2017; Mortenson, Doherty, & Robinson, 2015). Examples of Big Data applications within distributed systems are numerous, but case studies and reports of experimentation that explore the opportunities of OR/MS applications integration are recommended for future research.

Another managerial issue that should be addressed in future research is the incorporation of unstructured data. Traditional OR/MS models handle almost exclusively structured data, but they could benefit widely from the additional value of unstructured data (Gorman & Klimberg, 2014). The three main questions that need to be addressed are how such data is pre-processed, how such data can be used effectively in OR/MS models without adding too much complexity and which case studies can demonstrate the use of such data in OR/MS applications (Mortenson, Doherty, & Robinson, 2015).

A fourth research objective that should be an urging topic on the research agenda is that of streaming data and real-time analytics. This is already discussed in scientific literature to a certain extent, but there are still some unaddressed issues regarding the opportunities of modeling and data collection/processing to occur in real-time (Hazen, Skipper, Boone, & Hill, 2016). The autonomous flow of data into the OR/MS models should also be further explored. Case studies and literature reviews on these topics are in high demand.46

Another issue that has not been addressed in scientific literature and that is a major challenge for the incorporation of Big Data Analytics into OR/MS models is the visualization of data. This topic has been around for quite some time, but is recently becoming an area of significant growth along the rise of Big Data. OR/MS can find genuine benefits from Big Data visualization, as this discipline is very much focused on decision making (McCauley & Graves, 2017). Examples of these benefits are the facilitation of model

46 http://www.comsoc.org/tnsm/cfp/si-bdm
validation or increased transparency and acknowledgement from stakeholders. The transition from traditional result visualization towards the visualization in the Analytics age has not been delineated widely in literature and could benefit from further research. The combination of Big Data Analytics with virtual and augmented reality (see section 6.3 Opportunities) could also level up data visualization and could facilitate the closer relationship between Big Data Analytics and OR/MS.

The final topic that can benefit from further research is OR/MS within the wider ecosystem. Seen from a business perspective, it is in combination with other fields such as Big Data and Analytics that OR/MS can have greater impact and influence in the future. The encouragement of future collaborative research between these disciplines could be mutually beneficial for the wider ecosystem and the effectiveness and impact of the OR/MS methodology (Mortenson, Doherty, & Robinson, 2015).
Many challenges inherent to Big Data and Analytics are already discussed for each business domain in Chapter 5. However, there are some general challenges that will stay and even some challenges that will pop up in the future. These are already subcutaneous present, but for the time being, they are not as crucial as they will be. First of all, privacy, security and ethics are discussed. These are interrelated because they are related to the people aspect of Big Data Analytics. Privacy issues and violations occurred more and more in the past few years, along with the trend towards more digitalization. Closely related to this issue is the security challenge. How can companies secure their data, including the data of their processes and customers, ensuring the privacy of the latter? Think of when big companies get hacked and customer data is stolen (email addresses, visa card data…), the worldwide cyberattack in May 2017\textsuperscript{47}, denial of service attacks… This is already a huge challenge at this moment in time, but will become even more urgent in the near future in Europe as a new General Data Protection Regulation (GDPR) will be in force starting from May 2018\textsuperscript{48}. The ethics of Big Data are related to the previous two challenges and is addressed as well. After these challenges, technology and data characteristics challenges are explored. As Big Data Analytics is considered to be a competitive must-have, it is able to shape the technology landscape. IT infrastructures will take a more data-driven direction in the future. Another type of challenge addressed are the challenges related to the data characteristics of Big Data. The amounts of data will continue to grow, data will be produced faster than ever before and more and more variety will arise. Private and public companies, but governments as well will need to change the way of performing their daily business and the way they think about their processes if they want to keep up with the modern data-driven economy. Challenges inherent to OR are addressed last. The nature of OR/MS is so unique and simple, that the complexity of Big Data and Analytics causes many troubles.

Like any (relatively) new and promising field, Big Data (Analytics) must be viewed in terms of its capabilities but also in terms of its limitations with regards to the future. This section will try to give an overview of these limitations, but these are rather viewed as challenges, since Big Data Analytics is likely to evolve and cope with these challenges in the future. Most challenges are related to Big Data and Analytics, as these are penetrating the OR domain, causing corresponding challenges for OR/MS.

6.2.1 Privacy

As the collection of unstructured data becomes more economically viable, there is an incentive for organizations to collect as much data as possible. But it is not because people are willing to provide data

\textsuperscript{47} http://www.bbc.com/news/world-europe-39907965
\textsuperscript{48} http://www.eugdpr.org/
that this means that the use of Big Data is free from privacy implications (Nunan & Di Domenico, 2013). The massive collection of socioeconomic, behavioral, demographic, transactional and financial data for analytic purposes may lead to the decrease of civil liberties due to a loss of individual autonomy and privacy. The challenge thus is to ensure that people have sustainable control over their data, to prevent abuse and misuse by the people that collect or acquire these data, while preserving data utility.

For starters, it is very important to clarify that there is a huge difference concerning privacy regulations between the American and the European continent. In the United States, there is no clear privacy regulation and hence, companies and public services have more freedom on what to do with their data and how to acquire them. This is a substantial difference with the European privacy regulations. For the time being, there are still some different regulations between different European countries, but these differences are reducing in dribs and drabs. The reason behind this congruence is the European Community Law. In 2016, the General Data Protection Regulation (GDPR) was adopted in Europe. Starting from May 2018, this Regulation will be fully applicable. It will be of crucial importance for private companies that do business in Europe to fine-tune their daily business and Big Data related applications with this new regulation in mind (Jacobs, 2017).

Ensuring personal data protection becomes more challenging as information is multiplied and shared even more dispersed around the world (European Commission, 2016b). Information ranging from a person’s health, location, energy consumption, online activity and so forth can be publicized, raising concerns about profiling, discrimination, exclusion and loss of control. Of course, Big Data Analytics does not always involve personal data. But, when it does and this person lives in Europe, it should always comply with the rules and principles of data protection: the EU’s Charter of Fundamental Rights says that everyone has the right to personal data protection in all aspects of life. Whether you are at work, at home, whilst shopping, when receiving medical treatment, at a police station or on the Internet, you should always be ensured that your data is protected and not just made publicly available.

Mayer-Schönberger & Cukier (2013) propose in their book four principles which could help to find a trade-off in this era of big (personal) data flow. These principles balance between the benefits and drawbacks of snooping around people’s data:

- Privacy should be seen as a set of rules encompassing flows of information in ethical ways but not the ability to keep data secret
- Shared information can still be confidential

---

49 http://ec.europa.eu/justice/data-protection/
• Big Data mining requires transparency
• Big Data can seriously threaten privacy

6.2.2 Security

Very closely related to the privacy challenge, is the security issue of Big Data Analytics. The biggest challenge for Big Data from a security point of view is the protection of the user’s and data subject’s privacy. Specifically, the issue around hacking or other forms of unauthorized access are considered a serious privacy abuse. Although computer systems, datahubs and Big Data-based infrastructures become more complex and better secured, computer-based systems are only as strong as their weakest point. The latter can be usually summarized in one word: humans. The regular access of several employees to all the company’s data, how secured these may be for outsiders, is always subject to a breach to a certain extent. An excellent example is the WikiLeaks scandal. This scandal was caused by a low-level employee who copied data onto a fake Lady Gaga CD, while the US diplomatic network had one of the most advanced technical securities to protect this information (Leigh, 2010). Another important consideration in Big Data security are the problems concerning the cloud. Although clouds from giant providers are quite secure and safe, the fact remains that the data used by the company is no longer stored on the servers of the company itself but spread around the whole world. An organization then actually has no 100% guarantee on the security of their data. Especially governments will try to cope with this problem in the future. The Belgian governance for example is working on a “G-cloud”, a cloud for governmental data that will be spread only on servers that belong to governmental organizations in the European Union.

Up until now, data breaches we see in the press didn’t have that much impact on people on a large scale although there has been an immense hack lately, called the ‘WannaCry hack’. With the emergence of Big Data, breaches affecting these data can have more devastating consequences because this could potentially affect a much larger number of people (Lord, 2017). The consequences will not solely relate to a reputational point of view any more, but legal repercussions will become the standard. That is because more personal identifiable information (PII) is stored and can be concretized by the owners of the data (Marcello, 2016). This is a serious threat for communities and therefore, the challenge of data security will become more important than ever before. Lafuente (2015) identifies five major considerations when looking at Big Data security in the future: data anonymization, data encryption, access control and monitoring, data policy and finally governance frameworks.

50 https://www.gcloud.belgium.be/nl/index.html
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The **anonymization of data** is important to make sure that privacy concerns are always addressed. It should be ensured that sensitive and personal information is removed from the set of collected records. The trade-off between data utility and privacy will be crucial and the right balance should be struck by companies. Before storing any data, they should be adequately anonymized such that unique identifiers of users are removed. Hence, it should be impossible that specific user identification is revealed during the analysis phase. There is however a huge footnote to this approach: anonymized data could be cross-referenced with other available data (which happens very often in Big Data Analytics) and then there is no guarantee that these will remain anonymous (Lafuente, 2015). Therefore, data encryption is paramount.

**Data encryption** is the main solution to ensure that data remains protected. This sounds an easy solution, but this is not the case at all. Organizations that have set up their infrastructure in the cloud need to perform their Big Data operations in this cloud environment and here, data cannot be sent encrypted by the users. This problem can be solved by Fully Homomorphic Encryption (FHE), which can ensure that the cloud can perform the Big Data operations without knowledge of the underlying plain text data, but this adds an extra complexity for Big Data scientists to set up this encryption. Therefore, this is often neglected in private companies as this costs time and money (Zibouh, Dalli, & Drissi, 2016).

The third major consideration is the **access of control to and monitoring of the data**. An access control policy can protect the information available in an organization by only allowing decryption of encrypted information if the entity trying to access it is authorized (Wu, Zhu, Wu, & Ding, 2014). At this moment in time, Big Data solutions and software offered by giant industry leaders do not always come with user authentication by default. Next to this, real-time security monitoring is key to make sure that no unauthorized access to the data is carried out. A threat intelligence system should also ensure that more sophisticated ‘attacks’ are detected and that the organization is capable to react to threats such as malware, vulnerabilities and bugs (Nair & Puri, 2015).

Another important consideration is **policies and compliance**. There are vendors that even start to offer compliance toolkits designed to work in a Big Data environment and to help organizations complying to the prevailing standards and rules. Risk assessments should be run now and then, privacy protection policies should be established and conclusive contracts should be drawn up when teaming up with other organizations and when data is shared (Cuquet, Vega-Gorgojo, Lammerant, Finn, & Hassan, 2017).

A final important consideration in the Big Data Analytics security landscape is that of **governance and frameworks**. If an adequate governance framework is not applied to Big Data applications or processes, then the data collected could be misleading and can even cause unexpected costs (Lafuente, 2015). The
main problem to establish an adequate Big Data governance framework is that the concept of Big Data Analytics is relatively new and thus, no straightforward procedures or policies have ever been published. To conquer this challenge, a trial-and-error process will probably need to take place.

6.2.3 Ethics

In order to get a grasp on the ethics of Big Data, a clear theoretical background of Big Data Analytics is needed. This can be found in section 2.1 Big Data Analytics. There are a few so-called moral grey areas in Big Data Analytics, where complex negotiations about the relationship between ethics and epistemology are shaping the adoption of Big Data. It is often implicitly assumed in a Big Data project that data stays put within a specific context and temporal timeframe. In research with subjects, an informed consent is the standard point of ethical exchange between researchers and their subjects. This is signed before the research takes place. However, data creation is a process that is extended in time and across spatial and institutional setting, according to Helles & Jensen (2013). As it becomes cheaper to collect, store, analyze and re-analyze Big Datasets, it has become clear that informed consents at the beginning of the research cannot adequately capture the possible benefits and risks of consenting to the uses of a subject’s data (Metcalf, Keller, & Boyd, 2016). Thus, it often becomes an ethical issue and this rises a debate on how to handle consent in Big Data research and public Big Data usage. The ethicality of Big Data is an urgent challenge now, but will remain a huge challenge in the future, as Big Data evolves rapidly.

The ethics of using Big Data and making Big Data analyses is not limited to the analysts or data collectors. Ethical behavior is a broader, organizational issue that needs to be addressed at all levels in an organization. The problem is that in many industries, this viewed as just an IT problem. But Big Data will stretch to the entire company in the future, as more and more companies will be fully data-integrated in a couple of years. This shows the importance of already addressing this challenge now. If there is not an ethical mindset present with the people that collect, process and analyze these data, how could it be present in an entire organization? The board, C-level executives, managers at all levels and by extension all employees should have an ethical compass when performing their daily business. Ethicality is an issue of all time, but in a digitalized age with data floating around everywhere, it becomes more important to make a distinction between morally correct and incorrect. Often, there is no awareness that something isn’t ethically correct. More and more however, ethical guidelines and certifications pop up with the purpose of raising awareness in organizations. It is believed that companies have a better chance of promoting ethical behavior by their employees if they define what ethical behavior is. In a fast-changing digital environment, this will be a hard challenge. But hard challenges are not impossible of course.
6.2.4 Technology

Big Data Analytics has gradually become a critical top-line business issue that enterprises must tackle in order to remain competitive and relevant (Bantleman, 2013). Many organizations have changed their way of solving problems towards a more data-driven and more informed approach, which needs a change in most of the established IT systems at place. Big Data Analytics shapes IT infrastructure and this will be even more the case in the future. Most organizations do not yet have the appropriate skills sets or systems to take full advantage of the data they collect. Companies like Dell, IBM, Intel and Cisco Systems all see this as a huge opportunity to help their customers navigate in these unchartered water (Longoria, 2015). Established OR models will become more data-driven in the future, which will entail huge challenges to the existing technology.

The amount of data most organizations store, grows at a rate between 40 and 60 percent per year (Greengard, 2013). This growing rate of storage of course becomes a real challenge and becomes even more challenging each year, when looking to the future. Many organizations are looking at Big Data options like data lakes, which allow them to collect and store massive quantities of unstructured data in its native format (Crouch, 2016). The problem with data lakes is that they have to be constructed wisely or they quickly become a useless wasteland where data goes to never be retrieved again. Not many people have a lot of experience with these data lakes, which is thus a big challenge for the future.

Some estimates say there will be over 100 billion connected devices in 2020, with the amount of data collected doubling every two years (Howard, 2015). With this enormous amount of data, it is not realistic that IT infrastructure will stay the same for very long. The need for smarter and more flexible systems rises, as the evolution of Big Data Analytics will shape technology in the future (European Commission, 2016a). Applications, tools and infrastructure will all depend on how fast Big Data grows, how fast computers will need to compute and analyze and how important it is to keep up-to-date. This is also dependent on the data characteristics of Big Data, which brings us to the next challenge.

6.2.5 Data Characteristics

The characteristics of Big Data are determined by the 3V-model (section 2.1 Big Data Analytics). Volume, velocity and variety are inherent to Big Data and are the main differentiator between ordinary data and Big Data or between data processing and Big Data Analytics. As already mentioned several times, data will continue to grow at a high pace. The volume of available data for private companies and government poses many challenges as we speak. However, this will remain a challenge in the future because companies and governments will take measures to cope with this challenge but they will continue to lag behind the fast evolution of Big Data. At some point in time, like all technological evolutions, this will
stagnate but when this will be, is still very unpredictable. Closely related to these data characteristic challenges is the quality of the data. In order to create real business value, a qualitative (Big Data) analysis needs to be executed to take informed decisions. The quality of this analysis depends entirely on the richness of the data. As data amounts will continue to rise and the speed at which data is produced will continue to grow, it will be a challenge to keep the dataset rich and it will even be harder to decide which data to store and which data can be discarded. The fact that there will be various sources of data income and that these data will be in different formats, does not alleviate the challenge.

6.2.6 OR inherent Challenges

There are several challenges inherent to Operations Research that complicate the closer relationship between Big Data Analytics and OR. The first is the lack of mutual understanding between researchers and managers. This mutual understanding is required in order to implement the results of a study. Researchers however often do not fully understand the real-life problem and do not tackle it the right way. Managers from their side must understand the method that the researcher has applied at the conceptual level, in order to dissect, challenge and implement the result of the study (Monks, 2016). Users of the designed model need to understand how the model works and why it is producing certain results. All these models need an appropriate amount of data before they can be validated, so a clear understanding of this data is also in place.

A second challenge is to make policies and decisions an integral part of analysis, not an afterthought. This changes the flow of daily business that has been around for quite some time. OR is unique in its origins and content, as it derives almost equally from deduction and induction (Sen, et al., 2014). OR has the capability to integrate with fields such as Big Data and Analytics and helps build scalable models and methods for many real-world applications. This integration will not go as smoothly as hoped for many organizations and endures a certain time and learning phase.

The third major challenge inherent to OR that impedes a closer relationship between Big Data Analytics and OR is the nature of OR models. These are always rather simplistic and deductive, whereas Big Data assumes a large and complex dataset, linked to an inferential model. The variability of data can cause problems in traditional OR models and therefore, the golden mean lies in between these two models. This implies a disruptive change in the whole OR approach, which has been established for over decades. This brings along other data-related challenges and there will be a lot of reluctance of modelers and researchers to change their usual way of working.
We can conclude that there are a lot of challenges lying ahead of using Big Data and Analytics in an OR/MS environment in the future. Companies and governments will have to adapt accordingly to address these challenges and to capture the value that Big Data Analytics can entail. A lot of opportunities lie in the offing of Big Data Analytics, ready to be taken advantage of. This brings us to the final section of this dissertation’s body, namely the opportunities of Big Data and Big Data Analytics in an OR environment.
6.3 Opportunities

Before diving into the opportunities for Big Data Analytics in OR in the future, we will first take a look at some predictions and estimates made by some industry giants regarding Big Data Analytics, summarized in a Forbes article by Columbus (2016):

- Big Data and business analytics software revenues worldwide will grow from $122 billion in 2015 to more than $187 billion in 2019 (IDC, 2016)
- The total data market is expected to almost double in size, from $70 billion in revenue in 2015 to $132 billion in 2020 (Zwikman, Aslett, Stamper, Curtis, & Roy, 2016)
- By 2020, it is expected that predictive and prescriptive analytics will attract 40% of organizations’ net new investment in business intelligence (Laney & Jain, 2016)

Given these estimates and predictions, it is clear that the industry and research see a bright future for Big Data and Analytics. This of course creates opportunities at multiple perspectives. Many opportunities will emerge when businesses will further explore areas such as Artificial Intelligence (AI), Virtual Reality (VR) and the Internet of Things (IoT) along the evolution of Big Data and Analytics. These areas can create synergies for companies and governments whereof the many different opportunities cannot be foreseen. Opportunities for Big Data and Analytics logically create opportunities for OR/MS as well, since these tend to intertwine more often than not.

The convergence of Big Data Analytics with artificial intelligence is inevitable as the automation of smarter decision-making is one of the next evolutions of Big Data (Canton, 2016). AI can be loosely defined as the science of making computers do things autonomously that require intelligence when done by humans. They are machines or computers that we consider ‘smart’. An important application of AI is Machine Learning, which grants machines access to data to let them learn themselves (see section 5.2.1 Applications in Healthcare – Techniques). Considering the characteristics of Big Data, it is impossible to keep processing, analyzing and extracting knowledge at the same rate data grows. Therefore, AI and machine learning are needed, such that smart computers take on these tasks. The development and adoption of this technology is still in its early phase, such that there are many issues and these systems need a lot of human management for now, but this is likely to change in the near future (Helbing, et al., 2017). Decision support and increasingly autonomous decision making already is the norm, but more and more this will be done by machines and smart computer systems. The opportunities this brings along are difficult to quantify, but they will be big. Table 25 gives a summary of recent scientific literature as regards general literature, future perspective and applications of artificial intelligence (often in combination with Big Data).
Despite the technological development of the modern world, human interaction, judgement and logical reasoning are necessary while working with Big Data and performing analytics tasks. Therefore, human perceptual limitations are present during the analysis, limiting the opportunities of Big Data Analytics in an OR/MS environment. Big Data visualization can help overcome these limitations by visualizing the data. This is nothing new, as this is already done today on a daily basis. However, it is still rather limited as regards different types of visualizations and dimensions. The human brain has difficulties to capture this visualization and to draw logical conclusions out of it. This is where virtual and augmented reality (VR/AR) come into play. The capabilities of both technologies bring huge opportunities when combined with Big Data and Analytics, resulting in Big Data visualization. From an operations perspective, it will become far simpler to model the results and to visualize them. There is a slight difference between virtual and augmented reality: virtual reality is an artificial, computer-generated simulation or recreation of a real-life environment or situation, whereas augmented reality is a technology that layers computer-generated enhancements atop an existing reality in order to make it more meaningful through the ability to interact with it. The difference is that virtual reality offers a digital recreation of a real-life setting, while augmented reality delivers virtual elements as an overlay to the real world (Lindsay, 2015). A clear visual representation of a Big Data analysis is crucial for its interpretation and thus key for getting to the right conclusion and to take the right actions. These VR/AR applications are designed such that they understand the issues related to human perception and limited cognition. In the paper of Olshannikova, Ometov, Koucheryavy, & Olsson (2015), the different visualization tools are evaluated and it is outlined how they can improve Big Data visualization. These tools should facilitate visualization and the comprehension of the data analysis. The opportunity this brings along is that far more complex and more difficult problems
can be analyzed, while managers and policy makers will still be able to understand the whole problem and analysis. Some applications that already exist today are summarized in the article of Boulos, Lu, Guerrero, Jennett, & Steed (2017). Table 26 gives an overview of recent scientific literature concerning the general literature, future perspective and applications of VR and AR (often combined with Big Data and Analytics).

<table>
<thead>
<tr>
<th>Literature</th>
<th>(Berg &amp; Vance, 2017), (García-Hernández, Anthes, Wiedemann, &amp; Kranzlmüller, 2016), (Grandi, 2017), (Olshannikova, Ometov, Koucheryavy, &amp; Olsson, 2015), (Schmalstieg &amp; Höllerer, 2017), (Tan &amp; Kim, 2016), (Zhaparov &amp; Nassen, 2016)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Future Perspective</td>
<td>(Baciu, Opre, &amp; Riley, 2016), (Cheng &amp; Tsai, 2013), (Chi, Kang, &amp; Wang, 2013), (Grajewski, et al., 2015), (Gutiérrez-Maldonado, Wiederhold, &amp; Riva, 2016), (Lamberti, et al., 2014), (Lawson, Salanitri, &amp; Waterfield, 2016), (Wang, Kim, Love, &amp; Kang, 2013)</td>
</tr>
</tbody>
</table>

Table 26: Literature Overview Virtual & Augmented Reality

Thirdly, **Internet of Things** refers to day-to-day appliances like air purifiers, cameras or light bulbs that are connected to the internet for remote management. They can even be programmed to turn on when the air for example contains contaminants or when a motion is detected (Tham, 2017). They are smart solutions, connected to the internet that produce many data and can make autonomous decisions, based on that data. Those ‘things’ can communicate with each other and interchange data. The combination of Big Data Analytics with IoT is undoubtedly one of the biggest opportunities to grasp in the next decade. Big Data Analytics and IoT are converging, as they are combined more often than not. The intersection of IoT with geospatial Big Data (data with explicit geographic positioning information included within) lies in the reality of sensors on the ground, coupled with near real-time modeling of visible spectrum data gathered from remote sensing. More and more, intelligent Big Data applications will connect with different databases at the same time, facilitating the emergence of IoT. According to Dasgupta (2017), it is about “connecting the entire intelligent things and then making location sense out of it”. Table 27 gives a concise summary of recent scientific literature on IoT, categorized in general literature, future perspective and applications of IoT.
The main angle of incidence in this opportunities section is that of Big Data Analytics. This is because we are convinced that the opportunities of Big Data and Analytics are much more varied than the opportunities of OR. The opportunities that will come up for Big Data will become opportunities for OR as well, via the closer relationship between the two.
7. Discussion

7.1 Summary

Data is flooding our daily lives and will continue to do so in the future. Numerous applications already exist nowadays that are built on operational models and whereon exuberant amounts of data is run. This creates unseen opportunities in all business areas imaginable, but also brings dubious challenges. The answers to the following not so unimportant questions will be vital for the future direction of Big Data Analytics and its usage in Operations Research: “What will happen with privacy regulations and governance?”, “Will organizations be able to secure their data and information from outsiders?” and “How ethically correct will the future of Big Data Analytics be in an OR environment?”. The opinion of the big mass on these subjects is essential and will demarcate future opportunities.

Big Data Analytics in marketing models is already reasonably entrenched. Applications can be divided into categories such as sentiment analytics, customer 360, customer segmentation, next best offer and channel journey. The main goal in marketing applications is to get to know the customers better and to approach them accordingly. Organizations learn from their customers and adjust to the market, which benefits society in general, while it also leverages organizational impact and value.

In the healthcare area, modeling and research has benefited to a certain extent from Big Data Analytics recently, but still has a lot more to offer. The greatest value can be revealed by further improving the incorporation of Big Data and Analytics in the daily management of hospitals and healthcare institutions. Applications that exist today can be categorized in research, preventive analytics, fraud detection and planning and scheduling. The future of healthcare will be even far more data-driven than it is now, which will result in immeasurable chances and groundbreaking discoveries.

Operations and supply chain management already takes advantage of predictive maintenance, process improvement and risk management by incorporating Big Data Analytics into their operational pursuits. This domain could benefit widely by further exploring the integration of machine learning, artificial intelligence and internet of things into their established systems.

The public sector is a bit different from the other discussed business domains, as these organizations are all public instead of private. This implies additional challenges and higher transparency. The most important applications or areas of applications that are prominent today are smart cities, public data hubs and security intelligence. The public sector disposes of the most information and is actually sitting on a sleeping gold mine of data, that is waiting to get excavated. In order to do this, the public sector still needs to evolve a lot towards a more data-driven and information-based decision making process.
A lot has been written on Big Data, Analytics and Operations Research, but there is a lot more to investigate and that can be subject of future research. The combination of the above domains is by far not fully exploited in literature and in real-life and therefore, the payoff of certain applications is up until today rather marginally incremental. More value can be generated by further exploring the opportunities of Big Data Analytics in an OR environment.

7.2 Research Contribution

The contribution of this dissertation to scientific research is threefold. The main contribution of this literature study is the outline on how the adoption of Big Data Analytics in the field of Operations Research is evolving, based on what has already been written. Important things that need to be considered when starting to adopt Big Data and Analytics in an organization are addressed. Hence, the relationship between the two formal separate domains becomes more coherent and explicit. This dissertation also makes interested readers and people in the corresponding industries aware of the challenges and trends that are merging in their field or in general. A third important contribution is the overview of Big Data Analytics applications given in four important business domains. This could contribute to an overview of all applications, which could be the subject of a doctoral thesis or extensive research.

The unique feature of this dissertation is that it not only explores the relevant scientific and technical literature, but the relevant managerial literature as well and even opinions of prominent people in a particular field, expressed in blogs. The value of this dissertations propagates from the fact that the overview of applications, opportunities and trends is not limited to just one business field.

7.3 Limitations

A limitation of this dissertation is that not all business domains are assessed. As already mentioned, the applications of the assessed business domains can be seen as the epitome of other business domains. A more extensive and comprehensive overview could be the subject of a larger research project or book, whereat this research could contribute.

Another limitation is that not all relevant articles are gathered. This is an almost impossible task as the literature on Big Data, Analytics and Operations Research is so widespread, extensive and updated daily. The literature that links Big Data Analytics with Operations Research is only a very small part of this literature, such that further research on the relationship between the two could have had a positive impact on this research as well.
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